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บทคัดย่อ 
การศึกษาครั้งนี้มีวัตถุประสงค์ 2 ข้อ คือ หาค่าก าลังการทดสอบจากสถิติทดสอบภาวะสารูปดี  1-sample  

K-S เพื่อทดสอบการแจกแจงแบบปกติ การแจกแจงแบบเอ็กซ์โปเนนเชียล การแจกแจงแบบสม่ าเสมอต่อเนื่องและ
การแจกแจงปัวซงที่โปรแกรม SPSS ได้จัดสร้างไว้ และเปรียบเทียบค่าก าลังการทดสอบส าหรับการทดสอบการแจก
แจงแบบปกติจากอีกเมนูหนึ่งที่โปรแกรม SPSS ได้สร้างไว้ คือ เมนู Explore (คือสถิติทดสอบ Lilliefors) โดย
ก าหนดการแจกแจงของประชากรให้มีการแจกแจงแบบปกติ การแจกแจงแบบเอ็กซ์โปเนนเชียล การแจกแจงแบบ
สม่ าเสมอต่อเนื่อง การแจกแจงปัวซง และการแจกแจงอื่น ๆ ที่มีลักษณะใกล้เคียงกับการแจกแจงเหล่านั้น ด้วย
ขนาดตัวอย่างในช่วง 10-100 ท าซ้ าจ านวน 1,000 ครั้ง ด้วยระดับนัยส าคัญ 0.05 และ 0.10 ในแต่ละสถานการณ์ 
โดยพิจารณาถึงความสามารถในการควบคุมความน่าจะเป็นของความผิดพลาดชนิดที่ 1ตามเกณฑ์ของ Cochran 
และ Bradley และค่าก าลังการทดสอบ  ผลการศึกษาพบว่าสถิติทดสอบ 1-sample K-S ไม่มีความสามารถในการ
ควบคุมความน่าจะเป็นของความผิดพลาดชนิดท่ี 1 ได้เลย ยกเว้นทดสอบการแจกแจงแบบสม่ าเสมอต่อเนื่องเท่านั้น 
และยังมีค่าก าลังการทดสอบค่อนข้างต่ ามาก คือ ส่วนใหญ่มีค่าเข้าใกล้ศูนย์ ส่วนเมนู Explore สามารถควบคุมความ
น่าจะเป็นของความผิดพลาดชนิดท่ี 1 ได้ทั้งหมด และมีค่าก าลังการทดสอบสูงกว่าสถิติทดสอบ 1–sample K-S 
 

ค าส าคัญ : การทดสอบภาวะสารูปดี; สถิติทดสอบลิลลีฟอร์ส; ความผิดพลาดชนิดท่ี 1; ค่าก าลังการทดสอบ 
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Abstract 
There are two objectives of this study; first to find the power of the test from Goodness of 

fit test statistic 1-sample K-S incorporated in SPSS program for normal, exponential, continuous 
uniform and poisson distribution. Second; to compare power of the test from another menu, 
which is Explore menu (Lilliefors test) incorporated in SPSS for normal distribution. By arbitrarily 
choosing population distribution form either normal, exponential, continuous uniform, poisson 
and other distribution alike for the sample size of 10-100 with 1,000 iterations for each situation, 
the ability to control probability of type I error and power of the test is verified by applying 0.05 
and 0.10 significant level. Result of the study showed that 1–sample K-S test could not in any 
situations control probability of type I error (Cochran or Bradley Criteria) except only test for 
continuous uniform distribution. In additions; it was found that power of the test is very low - 
approaching zero in almost situations. As for the Explore menu (Lilliefors test), result of the test in 
any situation shown ability to control probability of type I error with higher power of the test 
compared to that from 1–sample K-S test. 
 

Keywords: Goodness of fit test; Lilliefors test; type I error; power of the test 
 

1. บทน า 

ปัญหาที่ส าคัญทางสถิติในระดับต้น ๆ คือ 
รูปแบบของประชากรที่สุ่มตัวอย่างมาเป็นอย่างไร การ
ทราบถึงรูปแบบของประชากรจะเป็นแนวทางใน
การศึกษารายละเอียดต่อไปของประชากรนั้น การ
ทดสอบโคลโมโกรอฟ-สเมอร์นอฟส าหรับ 1 กลุ่ม
ตัวอย่าง (1-sample K-S) เป็นการทดสอบภาวะสารูป
ด ี(Goodness of fit test) ที่วัดความแตกต่างระหว่าง
การแจกแจงของค่าความถี่สะสมของตัวอย่างกับการ
แจกแจงความถี่สะสมที่คาดหวังในทางทฤษฎี และเป็น
ที่รู้จักกันแพร่หลายในหมู่นักวิจัย เพราะถูกพัฒนาขึ้น
มาใช้ตั้ งแต่ปี  ค.ศ.  1933 และมักถูกบรรจุลงใน
โปรแกรมส าเร็จรูปทางสถิติเกือบทุกโปรแกรม 

แม้จะมีผลสรุปจากการศึกษามากมายที่กล่าว
ว่า 1-sample K-S มีประสิทธิภาพต่ าที่สุดในการ
ทดสอบการแจกแจงแบบปกติเมื่อเทียบกับสถิตทิดสอบ

แบบอื่น ๆ เช่น Anderson-Darling, Shapiro-Wilk, 
Lilliefors และ Cramer-von Mises ตัวอย่าง  เช่น 
การศึกษาของ  D’ Agostino และ Stephens [1] 
Steinskog [2] และ Keskin [3] หรือเมื่อน าไปทดสอบ
การแจกแจงแบบอื่น ๆ อาทิ การแจกแจงแบบลอก
นอร์มัล หรือการแจกแจงแบบไวบูลล์ ก็พบว่าสถิติ    
1-sample K-S นี้ก็มีประสิทธิภาพต่ าที่สุดในบรรดา
สถิติทดสอบอื่น ๆ เช่น Anderson-Darling, Kuiper, 
Ratio of Maximum Likelihoods ซึ่งได้ผลจาก
การศึกษาของศรีอัมพรและวินัย [4] 

การตั้ ง สมมติ ฐ านหลักของสถิ ติ ทดสอบ        
1-sample K-S ตามทฤษฎีจ าเป็นต้องระบุพารามิเตอร์
ให้ครบถ้วน (เช่น H0 : X มีการแจกแจงแบบปกติด้วย
ค่า เฉลี่ย  100 ความแปรปรวน 25) ในกรณีอื่น
นอกจากนี้ไม่แนะน าให้ใช้สถิติทดสอบนี้เด็ดขาด ซึ่ง
กล่าวอ้างโดย Sprent [5] และ Stephens [6] รวมทั้ง
มีงานวิจัยที่ท าการเปรียบเทียบก าลังการทดสอบของ
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สถิติทดสอบต่าง ๆ ในการทดสอบการแจกแจงแบบ
ปกติในกรณีที่ไม่มีการระบุค่าพารามิเตอร์ ก็ได้ผล
สรุปว่า สถิติทดสอบ 1-sample K-S มีก าลังการ
ทดสอบต่ ากว่าสถิติอื่น ๆ เช่น งานของ Stephens [7] 
และ Henderson [8]  

ปัจจุบันนิยมใช้โปรแกรมส าเร็จรูปทางสถิติ
แทนการค านวณด้วยมือ และโปรแกรมที่เป็นที่รู้จักและ
แพร่หลายในประเทศไทยคือ โปรแกรม SPSS ซึ่งได้
บรรจุสถิติทดสอบ 1-sample K-S ไว้ส าหรับการ
ทดสอบภาวะสารูปดี โดยใช้เมนู Analyze > 
Nonparametric test > 1-sample K-S ซึ่งคือสถิติ
ทดสอบ one-sample Kolmogorov-Smirnov และมี
เมนูให้เลือกส าหรับการแจกแจงแบบต่อเนื่อง 3 การ
แจกแจง คือ การแจกแจงแบบปกติ การแจกแจงแบบ
เอ็กซ์โปเนนเชียล และการแจกแจงแบบสม่ าเสมอ
ต่อเนื่อง รวมทั้งการแจกแจงแบบไม่ต่อเนื่อง คือ การ
แจกแจงแบบปัวซง ซึ่งตามทฤษฎีควรจะใช้การทดสอบ
ไคสแควร์ (Chi-square goodness of fit test) 
เนื่องจากจะใช้ความถี่จากกลุ่มย่อยต่าง ๆ ในการ
วิเคราะห์ โดยเปรียบเทียบกับความถี่คาดหวังตาม
สมมติฐานหลัก 

ส าหรับการทดสอบการแจกแจงแบบปกติใน 
SPSS มีข้อสับสน คือ มีเมนูให้เลือก 2 เมนู คือ เมนู 
Analyze > Descriptive statistics > Explore > 
Plots > Normality plots with tests ซึ่งแท้ท่ีจริงคือ
การใช้สถิติทดสอบ Lilliefors (แต่ใช้ช่ือ K-S) และเมนู 
Analyze > Nonparametric test > 1-sample K-S 
ซึ่งใช้สถิติโคลโมโกรอฟ-สเมอรน์อฟ ดังนั้นนักวิจัยทั่ว ๆ 
ไปที่มีความรู้ทางด้านสถิติไม่เพียงพอ จึงไม่สามารถ
เลือกใช้ได้อย่างถูกต้อง และในโปรแกรม SPSS เมนู  
1-sample K-S ผู้ใช้ไม่ต้องระบุค่าพารามิเตอร์ แต่ผล
การวิเคราะห์จะหมายเหตุว่าใช้ค่าเฉลี่ยและความ
แปรปรวนของตัวอย่างเป็นค่าประมาณแทน ซึ่งในเมนู 

Help ก็กล่าวไว้ว่าถ้าใช้วิธีการเช่นนี้ การแจกแจงของ
สถิติทดสอบ 1-sample K-S จะเปลี่ยนไป แนะน าให้
ผู้ใช้เปลี่ยนไปใช้เมนู Explore แทน (แท้ที่จริงคือสถิติ
ทดสอบ Lilliefors ซึ่งไม่จ าเป็นต้องระบุค่าพารามิเตอร์ 
, 2) โดยมีผลงานวิจัยของ Umaporn [9] พบว่าแม้
จะใช้เมนู Explore ก็พบว่าก าลังการทดสอบของ 
Lilliefors ต่ า ที่ สุ ด  เ มื่ อ เ ที ย บ กั บ ส ถิ ติ ท ด ส อ บ 
Anderson-Darling และ Shapiro-Wilk 

จึงมีข้อสงสัยว่าโปรแกรม SPSS ได้สร้าง 
Algorithm ไว้เช่นใด ผลสรุปจากการทดสอบการแจก
แจงแบบปกติ การแจกแจงแบบเอ็กซ์โปเนนเชียล การ
แจกแจงแบบสม่ าเสมอต่อเนื่อง และการแจกแจงปัวซง 
จากเมนู 1-sample K-S จะมีความถูกต้องมากน้อย
เพียงใด ดังนั้นงานวิจัยนี้จึงจะหาผลสรุปให้นักวิจัยที่
ต้องการทดสอบภาวะสารูปดีของการแจกแจงแบบ
ปกติ การแจกแจงแบบเอ็กซ์โปเนนเชียล การแจกแจง
แบบสม่ าเสมอต่อเนื่อง และการแจกแจงแบบปัวซง 
เมื่อใช้โปรแกรม SPSS ว่านักวิจัยจะสามารถเช่ือมั่นใน
ผลการวิเคราะห์จากโปรแกรม SPSS ได้มากน้อย
เพียงใด 

ผลการวิ เคราะห์ทางสถิติของโปรแกรม
ส าเร็จรูปต่าง ๆ พบว่ายังมีข้อผิดพลาด หรือท าให้
เ ข้ า ใจผิ ด  (Misleading)  ในหลายประ เด็น  เ ช่น 
การศึกษาของกมล [10,11] เกี่ยวกับค่าคลาดเคลื่อน
มาตรฐานของการทดลองแบบแฟคทอเรียลที่ไม่ถูกต้อง
จากโปรแกรม SPSS และการรายงานค่า p-value ที่
คลาดเคลื่อนจากการทดสอบไคสแควร์จากตารางสอง
ทาง หรือของ Bergmann, Ludbrook และ Spooren 
[12] เกี่ยวกับการปรับค่าซ้ า (Correction for ties) 
ของสถิติทดสอบ Wilcoxon-Mann-Whitney หรือ
การศึกษาของ Leo knüsel [13] ที่พบว่าค่าความ
น่าจะเป็น (Probability) จากการแจกแจงแบบต่าง ๆ 
ที่ค านวณจาก Microsoft Excel 97 และ 2003 ยังไม่
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ถูกต้องในหลายกรณี และการศึกษาของ McCullough 
และ Wilson [14] พบว่าการใช้เทคนิคสถิติ 3 สถิติ คือ 
การวิเคราะห์การถดถอย (ทั้งกรณีเชิงเส้นและไม่ใช่เชิง
เส้น) การผลิตเลขสุ่ม และการแจกแจงแบบต่าง ๆ ยัง
ไม่ถูกต้อง จากการใช้ Microsoft Excel 97 และ 
2003 แนะน าว่าผู้ต้องการวิเคราะห์สถิติเหล่านี้ไม่ควร
ใช้โปรแกรมส าเร็จรูป Excel และกรณีสุดท้ายเป็น
การศึกษาของกุศยา [15] ที่เปรียบเทียบประสิทธิภาพ
ของการจ าลองแบบข้อมูลด้วยโปรแกรม SAS และ 
MINITAB ที่พบว่าส าหรับตัวอย่างเล็กทั้ง 2 โปรแกรม
ให้ผลไม่ต่างกัน แต่ส าหรับตัวอย่างขนาดใหญ่ แนะน า
ให้ใช้โปรแกรม SAS มากกว่า 
 

2. วัตถุประสงค ์
2.1 ศึกษาถึงความสามารถในการควบคุมความ

น่าจะเป็นของความผิดพลาดชนิดท่ี 1 ของสถิติทดสอบ 
1-sample K-S เพื่อทดสอบการแจกแจง 4 แบบ ที่
โปรแกรม SPSS จัดสร้างไว้ 

2.2 ศึกษาถึงก าลังการทดสอบของสถิติทดสอบ 
1-sample K-S เพื่อทดสอบการแจกแจง 4 แบบ ที่
โปรแกรม SPSS จัดสร้างไว้ 

2.3 เพื่อเปรียบเทียบผลการทดสอบการแจก
แจงแบบปกติจาก 2 เมนู คือ 1-sample K-S กับ 
Explore (สถิติทดสอบ Lilliefors) ว่าทั้งสองให้ก าลัง
การทดสอบเท่ากันหรือไม่ หรือควบคุมความน่าจะเป็น
ของความผิดพลาดชนิดท่ี 1 ได้มากน้อยเพียงใด 
 

3. การด าเนินการวิจัย 
ขั้นตอนในการวิจัยแบ่งออกเป็น 3 ขั้นตอน 

ดังนี ้
3.1 สร้างการแจกแจงของประชากรให้มีการ

แจกแจงแบบปกติ การแจกแจงแบบเอ็กซ์โปเนนเชียล 
การแจกแจงแบบสม่ าเสมอต่อเนื่อง การแจกแจงแบบ 

ปัวซง และการแจกแจงแบบอื่น ๆ ที่มีรูปร่างใกล้เคียง
กับการแจกแจงทั้ง 4 เหล่านั้น ข้อมูลดังกล่าวข้างต้นได้
จากการจ าลองด้วยโปรแกรม MINITAB version 16.0  
ด้วยเมนู Calc > Random Data  

3.1.1 ก าหนดขนาดตัวอย่างให้มีค่า 10, 
20, 30, 50, 100 

3.1.2 จ านวนท าซ้ า = 1,000 รอบ ในแต่
ละสถานการณ์ 

3.1.3 ค านวณค่าสถิติทดสอบ พร้อมทั้งค่า
พี (p-value) โดยน าข้อมูลในข้อ 3.1 ไปวิเคราะห์ด้วย
เมนูในโปรแกรม SPSS คือเมนู 1-sample K-S ยกเว้น
การทดสอบการแจกแจงแบบปกติ จะวิเคราะห์ด้วย 2 
เมนู คือ เมนู Explore และ 1-sample K-S 

3.2 ค านวณค่าความน่าจะเป็นของความ
ผิดพลาดชนิดที่ 1 เชิงประจักษ์ (Empirical α) โดย
การนับจ านวนครั้งของการปฏิเสธสมมติฐานหลัก (H0 : 
ตัวแปรสุ่มมีการแจกแจงแบบ...) เมื่อก าหนด  = 
0.05 หรือ 0.10 คือ นับว่ามีจ านวนกี่ครั้งที่ได้ค่าพีน้อย
กว่า 0.05 หรือ 0.10 และน ามาหารด้วยค่า 1,000 
และน าค่าที่ได้ไปเทียบกับเกณฑ์ของ Cochran [16] 
และ Bradley [17] ว่าสามารถควบคุมความน่าจะเป็น
ของความผิดพลาดชนิดท่ี 1 ได้หรือไม่ 

เมื่อเกณฑ์ของ Cochran เป็นดังนี้ ที่ระดับ
นัยส าคัญ 0.10 ถ้าค่าที่ได้อยู่ในช่วง (0.08-0.12) ระดับ
นัยส าคัญ 0.05 ถ้าค่าที่ได้อยู่ในช่วง (0.04-0.06) 

ส่วนเกณฑ์ของ Bradley เป็นดังนี้ ที่ระดับ
นัยส าคัญ 0.10 ถ้าค่าที่ได้อยู่ในช่วง (0.05-0.15) ระดับ
นัยส าคัญ 0.05 ถ้าค่าที่ได้อยู่ในช่วง (0.025-0.075) 

3.3 ค านวณค่าก าลังการทดสอบเชิงประจักษ์ 
(Empirical power of the test) เมื่อใช้ข้อมูลจาก
ประชากรที่มีการแจกแจงแบบอื่น ๆ ที่ไม่ใช่การแจก
แจงทั้ง 4 แบบ ทดสอบด้วยสถิติทดสอบ 1-sample 
K-S (และ Explore ในกรณีการแจกแจงแบบปกติ) 
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เป็นจ านวน 1,000 ชุดตัวอย่าง ในแต่ละสถานการณ์ 
หาค่าก าลังการทดสอบโดยการนับจ านวนครั้งของการ
ปฏิเสธสมมติฐานหลัก (H0 : ตัวแปรสุ่มมีการแจกแจง
แบบ…) เมื่อก าหนด  = 0.05 หรือ 0.10 คือนับว่ามี
จ านวนกี่ครั้งที่ได้ค่าพีน้อยกว่า 0.05 หรือ 0.10 และ
น ามาหารด้วยค่า 1,000 
 

4. ผลการวิจัย        
สามารถสรุปผลได้รายละเอียด เมื่อแยกเป็น

กรณีต่าง ๆ ดังนี้ 
4.1 กรณีทดสอบการแจกแจงแบบปกติ 

ค่าความน่าจะเป็นของความผิดพลาดชนิด
ที่ 1 เชิงประจักษ์และก าลังการทดสอบเชิงประจักษ์ที่
ค านวณได้จากโปรแกรม SPSS แสดงในตารางที่ 4.1 
และ 4.2 ต่อไปนี้ 
 
ตารางที่ 4.1 ค่าความน่าจะเป็นของความผิดพลาด

ชนิดที่ 1 เชิงประจักษ์ กรณีทดสอบการ
แจกแจงแบบปกติจากสถิติทดสอบต่างๆ
ของโปรแกรม SPSS 

 

การแจกแจง ขนาด
ตัวอย่าง 

1-sample K-S Lilliefors 
0.05 0.10 0.05 0.10 

Normal 
(100,10) 

10 0.000 0.000 0.052*C *B 0.117*C 

*B 20 0.000 0.000 0.043*C *B 0.088*C 

*B 30 0.000 0.001 0.041*C *B 0.088*C 

*B 50 0.000 0.001 0.049*C *B 0.097*C 

*B 100 0.000 0.001 0.055*C *B 0.109*C 

*B 
Normal 
(100,50) 

10 0.000 0.000 0.049*C *B 0.094*C 

*B 20 0.000 0.000 0.043*C *B 0.089*C 

*B 30 0.000 0.000 0.051*C *B 0.095*C 

*B 50 0.000 0.000 0.041*C *B 0.081*C 

*B 100 0.000 0.002 0.071*B 0.116*C 

*B 
Normal 

(100,100) 

10 0.000 0.000 0.051*C *B 0.103*C 

*B 20 0.000 0.001 0.048*C *B 0.088*C 

*B 30 0.000 0.001 0.042*C *B 0.096*C 

*B 50 0.000 0.000 0.051*C *B 0.101*C 

*B 100 0.000 0.003 0.048*C *B 0.096*C 

*B *C มีค่าในช่วงตามเกณฑ์ของ Cochran 
*B มีค่าในช่วงตามเกณฑ์ของ Bradley 
ตารางที่ 4.2 ค่าก าลังการทดสอบเชิงประจักษ์ กรณี

ทดสอบการแจกแจงแบบปกติจากสถิติ
ทดสอบต่าง ๆ ของโปรแกรม SPSS 

 

การแจกแจง ขนาด
ตัวอย่าง 

1-sample K-S Lilliefors 
0.05 0.10 0.05 0.10 

การแจกแจงสมมาตรที่มีหางยาวกว่าปกติ (Long tailed distribution) 

t (1) 

10 0.113 0.202 0.576 0.651 
20 0.468 0.559 0.840 0.884 
30 0.724 0.789 0.948 0.967 
50 0.909 0.939 0.991 0.996 
100 1.000 1.000 1.000 1.000 

t (5) 

10 0.000 0.001 0.095 0.158 
20 0.001 0.008 0.127 0.196 
30 0.008 0.014 0.156 0.245 
50 0.011 0.025 0.211 0.316 
100 0.027 0.058 0.331 0.461 

การแจกแจงสมมาตรแต่โด่งกว่าปกติมาก (Distribution with high kurtosis) 

Cauchy (0,0.2) 

10 0.144 0.232 0.587 0.667 
20 0.496 0.594 0.831 0.879 
30 0.726 0.806 0.949 0.972 
50 0.921 0.956 0.993 0.997 
100 0.998 0.999 1.000 1.000 

Cauchy (0,0.5) 

10 0.129 0.209 0.583 0.648 
20 0.488 0.573 0.842 0.892 
30 0.702 0.777 0.937 0.960 
50 0.930 0.954 0.994 0.996 
100 1.000 1.000 1.000 1.000 

Laplace (0,0.5) 

10 0.000 0.000 0.131 0.216 
20 0.003 0.009 0.228 0.335 
30 0.002 0.025 0.309 0.423 
50 0.015 0.058 0.423 0.522 
100 0.073 0.195 0.716 0.826 

การแจกแจงสมมาตรแต่โด่งกว่าปกติเล็กน้อย 
(Distribution with kurtosis slightly higher than the Normal)  

Logistic (0,0.5) 

10 0.000 0.001 0.088 0.138 
20 0.001 0.002 0.100 0.158 
30 0.001 0.003 0.103 0.165 
50 0.000 0.002 0.115 0.199 
100 0.002 0.009 0.168 0.265 

Logistic (0,0.6) 

10 0.000 0.000 0.065 0.122 
20 0.000 0.001 0.075 0.147 
30 0.002 0.006 0.090 0.153 
50 0.001 0.005 0.101 0.182 
100 0.001 0.008 0.147 0.245 

การแจกแจงสมมาตรที่มีหางสั้น (Short tailed distribution) 

Uniform (0,1) 

10 0.000 0.001 0.064 0.124 
20 0.000 0.000 0.099 0.180 
30 0.000 0.003 0.155 0.266 
50 0.001 0.006 0.256 0.414 
100 0.005 0.053 0.577 0.745 

Uniform (-1,1) 

10 0.000 0.000 0.054 0.106 
20 0.000 0.001 0.087 0.179 
30 0.000 0.002 0.140 0.243 
50 0.001 0.006 0.258 0.418 
100 0.006 0.042 0.589 0.765 
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จากตารางที่ 4.1 พบว่าในทุกกรณีของการแจก
แจงแบบปกติ เมื่อใช้สถิติทดสอบ 1-sample K-S 
ค านวณได้ค่าความน่าจะเป็นของความผิดพลาดชนิดที่ 
1 ทั้งหมดอยู่นอกขอบเขตที่สามารถควบคุมได้ตาม
เกณฑ์ของ Cochran และ Bradley แม้ว่าจะก าหนด
ขนาดตัวอย่างให้ใหญ่ขึ้นจาก 10 เป็น 100 หรือ
ก าหนดระดับนัยส าคัญให้สูงขึ้นจาก 0.05 เป็น 0.10 
แล้วก็ตาม 

ส่วนการทดสอบด้วยสถิติทดสอบ Lilliefors 
จะพบว่าค านวณได้ค่าความน่าจะเป็นของความ
ผิดพลาดชนิดที่ 1 ทั้งหมดอยู่ในขอบเขตที่สามารถ
ควบคุมได้ตามเกณฑ์ของ Cochran และ Bradley ใน
ทุกกรณีที่ศึกษาเมื่อก าหนดขนาดตัวอย่างต่าง ๆ กัน
ในช่วง 10-100 ที่ระดับนัยส าคัญ 0.05 และ 0.10 

จากตารางที่ 4.2 พบว่าเมื่อใช้สถิติทดสอบ 
Lilliefors ทดสอบการแจกแจงแบบปกติจากการแจก
แจงอื่น ๆ ที่ใกล้เคียงจะพบว่าค่าก าลังการทดสอบ
สูงขึ้น เมื่อก าหนดขนาดตัวอย่างใหญ่ขึ้นและก าหนดให้
ระดับนัยส าคัญสูงขึ้นจาก 0.05 เป็น 0.10 ในทุกกรณีที่
ศึกษา 

ส่วนการทดสอบด้วยสถิติทดสอบ 1-sample 
K-S ส่วนใหญ่จะได้ค่าก าลังการทดสอบที่มีค่าต่ า โดยมี
ค่าสูงขึ้นเมื่อเพิ่มขนาดตัวอย่างและเพิ่มระดับนัยส าคัญ
ให้สูงข้ึน แต่เมื่อเปรียบเทียบกับสถิติทดสอบ Lilliefors 
พบว่าสถิติ Lilliefors ให้ค่าก าลังการทดสอบที่สูงกว่า
มากในทุกกรณี 

4.2 กรณีทดสอบการแจกแจงแบบเอ็กซ์
โปเนนเชียล 

ค่าความน่าจะเป็นของความผิดพลาดชนิด
ที่ 1 เชิงประจักษ์และค่าก าลังการทดสอบเชิงประจักษ์
ที่ค านวณได้จากโปรแกรมSPSS ดังแสดงในตารางที่ 
4.3 และ 4.4 ต่อไปนี ้

 

ตารางที่ 4.3 ค่าความน่าจะเป็นของความผิดพลาด
ชนิดที่ 1 เชิงประจักษ์ กรณีทดสอบการ
แจกแจงแบบเอ็กซ์โปเนนเชียลจากสถิติ
ทดสอบ 1-sample K-S ของโปรแกรม 
SPSS 

 

การแจกแจง ขนาดตัวอย่าง  
0.05 0.10 

Exponential (1) 

10 0.002 0.014 
20 0.006 0.011 
30 0.004 0.020 
50 0.003 0.011 
100 0.003 0.013 

Exponential (3) 

10 0.001 0.005 
20 0.004 0.014 
30 0.002 0.016 
50 0.000 0.011 

 100 0.005 0.020 

Exponential (10) 

10 0.004 0.012 
20 0.002 0.008 
30 0.004 0.016 
50 0.001 0.007 
100 0.007 0.021 

 
จากตารางที่ 4.3 พบว่าในทุกกรณีของการ 

แจกแจงแบบเอ็กซ์โปเนนเชียล เมื่อใช้สถิติทดสอบ    
1-sample K-S ค่าความน่าจะเป็นของความผิดพลาด
ชนิดที่ 1 ทั้งหมดอยู่นอกขอบเขตที่สามารถควบคุมได้
ตามเกณฑ์ของ Cochran และ Bradley แม้ว่าจะ
ก าหนดขนาดตัวอย่างให้ใหญ่ขึ้นจาก 10 เป็น 100 
หรือก าหนดระดับนัยส าคัญให้ใหญ่ขึ้นจาก 0.05 เป็น 
0.10 แล้วก็ตาม 

จากตารางที่ 4.4 พบว่าเมื่อใช้สถิติทดสอบ 1-
sample K-S ทดสอบการแจกแจงแบบเอ็กซ์โปเนน
เชียลจากการแจกแจงอื่นที่ใกล้เคียงจะพบว่าค่าก าลัง
การทดสอบสูงขึ้นเมื่อขนาดตัวอย่างใหญ่ขึ้น และ
ก าหนดระดับนัยส าคัญให้สูงขึ้นจาก 0.05 เป็น 0.10 
เมื่อใช้การทดสอบกับการแจกแจงแบบไวบูลล์จะพบว่า
เมื่อขนาดตัวอย่าง n = 50, 100 เมื่อก าหนดระดับ
นัยส าคัญ = 0.10 ค่าก าลังการทดสอบจะสูงมาก มีค่า
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เข้าใกล้ 1 แต่ที่ขนาดตัวอย่างในช่วง 10-30 ค่าก าลัง
การทดสอบยังไม่สูงมากนัก แต่เมื่อใช้ทดสอบกับการ
แจกแจงแบบแกมมาจะพบว่าก าลังการทดสอบไม่สูง
มากพอ คือ ไม่ถึง 50 % แม้ว่าจะก าหนดขนาด
ตัวอย่างให้ใหญ่ขึ้นจาก 10 เป็น 100 หรือก าหนด
ระดับนัยส าคัญให้สูงขึ้นจาก 0.05 เป็น 0.10 ก็ตาม 
 
ตารางที่ 4.4 ค่าก าลังการทดสอบเชิงประจักษ์ กรณี

ทดสอบการแจกแจงแบบเอ็กซ์โปเนน
เชียลจากสถิติทดสอบ 1-sample K-S 
ของโปรแกรม SPSS 

 

 

การแจกแจง 
 

ขนาดตัวอย่าง 
 

0.05 0.10 

Gamma (1.5,0.7) 

10 0.005 0.020 
20 0.022 0.066 
30 0.037 0.107 
50 0.086 0.179 
100 0.279 0.450 

Gamma (1.5,0.9) 

10 0.003 0.014 
20 0.011 0.052 
30 0.024 0.084 
50 0.081 0.181 
100 0.294 0.468 

Gamma (1.5,1.1) 

10 0.008 0.020 
20 0.020 0.055 
30 0.030 0.081 
50 0.093 0.172 
100 0.294 0.471 

Weibull (1.5,0.7) 

10 0.011 0.044 
20 0.061 0.164 
30 0.142 0.297 
50 0.414 0.618 
100 0.868 0.956 

Weibull (1.5,0.9) 

10 0.010 0.040 
20 0.076 0.169 
30 0.182 0.332 
50 0.417 0.620 
100 0.875 0.951 

Weibull (1.5,1.1) 

10 0.018 0.040 
20 0.066 0.187 
30 0.162 0.311 
50 0.999 0.999 
100 0.872 0.952 

 

4.3 กรณีทดสอบการแจกแจงแบบสม่ าเสมอ
ต่อเนื่อง 

ค่าความน่าจะเป็นของความผดิพลาดชนิด
ที่ 1 เชิงประจักษ์และก าลังการทดสอบเชิงประจักษ์ท่ี
ค านวณได้แสดงในตารางที่ 4.5 และ 4.6 
 
ตารางที่ 4.5 ค่าความน่าจะเป็นของความผิดพลาด 

ชนิดที่ 1 เชิงประจักษ์ กรณีทดสอบการ
แจกแจงแบบสม่ าเสมอต่อเนื่องจากสถิติ
ทดสอบ 1-sample K-S ของโปรแกรม 
SPSS 

 

 

การแจกแจง 
 

ขนาดตัวอย่าง 
 

0.05 0.10 

Uniform (0,5) 

10 0.037*B 0.068*B 
20 0.043*C *B 0.076*B 
30 0.046*C *B 0.082*C *B 
50 0.037*B 0.082*C *B 
100 0.049*C *B 0.102*C *B 

Uniform (0,10) 

10 0.044*C *B 0.065*B 
20 0.036*B 0.078*B 
30 0.042*C *B 0.078*B 
50 0.034*B 0.071*B 
100 0.038*B 0.088*C *B 

Uniform (0,22) 

10 0.028*B 0.063*B 
20 0.047*C *B 0.084*C *B 
30 0.045*C *B 0.091*C *B 
50 0.043*C *B 0.086*C *B 
100 0.046*C *B 0.093*C *B 

*C มีค่าในช่วงตามวิธีของ Cochran 
*B มีค่าในช่วงตามวิธีของ Bradley 
 

จากตารางที่ 4.5 พบว่าในทุกกรณีของการแจก
แจงแบบสม่ า เสมอต่อเนื่อง เมื่ อใ ช้สถิติทดสอบ        
1-sample K-S จะพบว่ามีการปฏิเสธสมมติฐานหลัก 
เมื่อสมมติฐานหลักเป็นจริงด้วยค่าความน่าจะเป็นของ
ความผิดพลาดชนิดที่ 1 ทั้งหมดอยู่ในขอบเขตที่
สามารถควบคุมได้ตามเกณฑ์ของ Cochran และ 
Bradley เมื่อก าหนดขนาดตัวอย่างต่าง ๆ กันในช่วง 
10-100 ที่ระดับนัยส าคัญ 0.05 และ 0.10 
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ตารางที่ 4.6 ค่าก าลังการทดสอบเชิงประจักษ์ กรณี
ทดสอบการแจกแจงแบบสม่ าเสมอ
ต่อเนื่องจากสถิติทดสอบ 1-sample   
K-S ของโปรแกรม SPSS 

 

 

การแจกแจง 
 

ขนาดตัวอย่าง 
 

0.05 0.10 

Beta (1,0.90) 

10 0.038 0.075 
20 0.047 0.091 
30 0.061 0.106 
50 0.085 0.145 
100 0.115 0.190 

Beta (1,0.95) 

10 0.027 0.065 
20 0.039 0.094 
30 0.046 0.083 
50 0.048 0.099 
100 0.057 0.118 

Beta (1,0.99) 

10 0.028 0.060 
20 0.027 0.062 
30 0.048 0.087 
50 0.038 0.085 
100 0.034 0.089 

 
จากตารางที่ 4.6 พบว่าเมื่อใช้สถิติทดสอบ    

1-sample K-S ทดสอบการแจกแจงแบบสม่ าเสมอ
ต่อเนื่องจากการแจกแจงอื่น ๆ ที่ใกล้เคียงจะพบว่ามีค่า
ก าลังการทดสอบสูงขึ้น เมื่อก าหนดขนาดตัวอย่างใหญ่
ขึ้นและก าหนดระดับนัยส าคัญให้สูงขึ้นจาก 0.05 เป็น 
0.10  แต่ค่าก าลังการทดสอบที่ได้ยังมีค่าต่ าอยู่มาก 
แม้ว่าจะก าหนดขนาดตัวอย่างให้ใหญ่ขึ้นจาก 10 เป็น 
100 หรือก าหนดระดับนัยส าคัญให้สูงขึ้นจาก 0.05 
เป็น 0.10 แล้วก็ตาม กล่าวคือ ได้ค่าก าลังการทดสอบ
สูงที่สุด คือ 0.190 หรือ 19 % เท่าน้ัน 

4.4 กรณีทดสอบการแจกแจงแบบปัวซง 
ค่าความน่าจะเป็นของความผิดพลาดชนิด

ที่ 1เชิงประจักษ์ และก าลังการทดสอบเชิงประจักษ์ ที่
ค านวณได้จากโปรแกรมSPSS แสดงในตารางที่ 4.7
และ 4.8 ต่อไปนี ้
ตารางที่ 4.7 ค่าความน่าจะเป็นของความผิดพลาด

ชนิดที่ 1เชิงประจักษ์ กรณีทดสอบการ
แจกแจงแบบปัวซงด้วยสถิติทดสอบ    
1-sample K-S จากโปรแกรม SPSS   

 
 

การแจกแจง 
 

ขนาดตัวอย่าง  
0.05 0.10 

Poisson (0.5) 20 
30 
50 
100 

0 
0 
0 
0 

0 
0 
0 
0 

Poisson (1.0) 20 
30 
50 
100 

0 
0 
0 
0 

0 
0 
0 
0 

Poisson (2.0) 20 
30 
50 
100 

0 
0 
0 
0 

0 
0 

0.001 
0 

Poisson (3.0) 20 
30 
50 
100 

0 
0 
0 
0 

0 
0 
0 
0 

Poisson (4.0) 20 
30 
50 
100 

0 
0 
0 
0 

0 
0 
0 
0 

Poisson (5.0) 20 
30 
50 
100 

0 
0 
0 
0 

0 
0 
0 

0.001 
Poisson (6.0) 20 

30 
50 
100 

0 
0 
0 
0 

0 
0.001 

0 
0 

Poisson (7.0) 20 
30 
50 
100 

0 
0 
0 
0 

0 
0 
0 
0 

Poisson (8.0) 20 
30 
50 
100 

0 
0 
0 
0 

0 
0 

0.001 
0 

Poisson (9.0) 20 
30 
50 
100 

0 
0 
0 
0 

0 
0 
0 
0 

Poisson (10.0) 20 
30 
50 
100 

0 
0 
0 
0 

0 
0.001 

0 
0 

Poisson (11.0) 20 
30 
50 
100 

0 
0 
0 
0 

0 
0 
0 
0 

Poisson (12.0) 20 
30 
50 
100 

0 
0 
0 
0 

0 
0 
0 
0 

Poisson (13.0) 20 
30 
50 
100 

0 
0 
0 
0 

0 
0 

0.001 
0 

Poisson (14.0) 20 
30 
50 
100 

0 
0 
0 
0 

0 
0 
0 

0.001 
Poisson (15.0) 20 

30 
50 
100 

0 
0 
0 
0 

0 
0.001 
0.001 

0 
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จากตารางที่ 4.7 จะพบว่าในทุกกรณีของการ
แจกแจงแบบปัวซง เมื่อใช้สถิติทดสอบ 1-sample K-S 
จากโปรแกรม SPSS ค่าความน่าจะเป็นของความ
ผิดพลาดชนิดท่ี 1 ที่ค านวณได้ จะอยู่นอกเขตที่ควบคุม
ได้ตามเกณฑ์ของ Cochran และ Bradley ทั้งที่ระดับ
นัยส าคัญที่ 0.05 และ 0.10 
 
ตารางที่ 4.8 ค่าก าลังการทดสอบเชิงประจักษ์ กรณี

ทดสอบการแจกแจงแบบปัวซงจากสถิติ
ทดสอบ 1-sample K-S ของโปรแกรม 
SPSS 

 

 

การแจกแจง 
 

ขนาดตัวอย่าง 
 

0.05 0.10 
Binomial (n,0.01) 30 

50 
70 
100 

0 
0 
0 

0.001 

0 
0 
0 

0.001 
Binomial (n,0.05) 30 

50 
70 
100 

0 
0 
0 
0 

0 
0 
0 
0 

Binomial (n,0.10) 30 
50 
70 
100 

0 
0 
0 

0.001 

0 
0 
0 

0.002 
Binomial (n,0.15) 30 

50 
70 
100 

0 
0 
0 

0.001 

0 
0 
0 

0.003 

 
จากตารางที่ 4.8 พบว่าการทดสอบด้วยสถิติ

ทดสอบ 1-sample K-S จะพบว่ามีก าลังการทดสอบ
ต่ า เนื่องจากค่าก าลังการทดสอบมีค่าเป็น 0 หรือเข้า
ใกล้ 0 ในทุกกรณี แม้ว่าจะก าหนดขนาดตัวอย่างให้
ใหญ่ขึ้นจาก 30 เป็น 100 หรือก าหนดระดับนัยส าคัญ
ให้สูงข้ึนจาก 0.05 เป็น 0.10 แล้วก็ตาม 
 

5. สรุปผล 

สามารถสรุปในภาพรวมได้ว่าสถิติทดสอบ 1-
sample K-S มีประสิทธิภาพต่ าในการทดสอบการแจก
แจงทั้ง 4 แบบ ที่โปรแกรม SPSS ได้จัดสร้างไว้ โดยมี
รายละเอียดที่ส าคัญของการวิจัยดังนี้ 

5.1 ความสามารถในการควบคุมความน่าจะ
เป็นของความผิดพลาดชนิดที่  1 ของสถิติทดสอบ     
1-sample K-S จากโปรแกรม SPSS ที่ระดับนัยส าคัญ 
0.05 และ 0.10 โดยใช้เกณฑ์การพิจารณาความ 
สามารถในการควบคุมความผิดพลาดชนิดที่ 1 ของ 
Cochran หรือ Bradley 

5.1.1 กรณีทดสอบการแจกแจงแบบปกติ 
5.1.1.1 สถิติทดสอบ 1-sample K-S 

ไม่สามารถควบคุมความน่าจะเป็นของความผิดพลาด
ชนิดที่  1 ได้เลย เนื่องจากค่าที่ ได้ทั้งหมดอยู่นอก
ขอบเขตที่ควบคุมได้ตามเกณฑ์ของ Cochran หรือ 
Bradley โดยมีค่าเป็น 0 หรือเข้าใกล้ 0 เกือบท้ังหมด 

5.1 .1 .2  สถิติ ทดสอบ Lilliefors 
สามารถควบคุมความน่าจะเป็นของความผิดพลาดชนิด
ที่ 1 ได้ทั้งหมด เนื่องจากค่าที่ได้ทั้งหมดอยู่ในขอบเขต
ที่ควบคุมได้ตามเกณฑ์ของ Cochran หรือ Bradley 
และส่วนใหญ่มีค่าน้อยกว่าระดับนัยส าคัญที่ก าหนดคือ 
0.05 หรือ 0.10 

5.1.2 กรณีทดสอบการแจกแจงแบบเอ็กซ์
โปเนนเชียล 

สถิติทดสอบ 1-sample K-S ไม่
สามารถควบคุมความน่าจะเป็นของความผิดพลาดชนิด
ที่ 1 ได้เลย เนื่องจากค่าที่ได้ทั้งหมดอยู่นอกขอบเขตที่
ควบคุมได้ตามเกณฑ์ของ Cochran หรือ Bradley 
โดยมีค่าน้อยกว่าระดับนัยส าคัญที่ก าหนดคือ 0.05 
หรือ 0.10 

5.1.3 กรณีทดสอบการแจกแจงแบบ
สม่ าเสมอต่อเนื่อง 
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สถิติทดสอบ 1-sample K-S 
สามารถควบคุมความน่าจะเป็นของความผิดพลาดชนิด
ที่ 1 ได้ทั้งหมด เนื่องจากค่าที่ได้ทั้งหมดอยู่ในขอบเขต
ที่ควบคุมได้ตามเกณฑ์ของ Cochran หรือ Bradley 
โดยส่วนใหญ่มีค่าน้อยกว่าระดับนัยส าคัญที่ก าหนดคือ 
0.05 หรือ 0.10 

5.1.4 กรณีทดสอบการแจกแจงแบบปัวซง 
สถิติทดสอบ 1-sample K-S ไม่สามารถควบคุมความ
น่าจะเป็นของความผิดพลาดชนิดท่ี 1 ได้เลยในทุกกรณี
ของการศึกษา โดยค่าที่ ได้ส่วนใหญ่อยู่นอกเขตที่
ควบคุมได้ตามเกณฑข์อง Cochran และ Bradley เมื่อ
ก าหนดระดับนัยส าคัญที่ 0.05 หรือ 0.10 โดยส่วน
ใหญ่มีค่าเป็น 0 

5.2 เปรียบเทียบก าลังการทดสอบของสถิติทั้ง 
2 แบบ ที่ใช้ทดสอบการแจกแจงแบบปกติ และหาค่า
ก าลังการทดสอบของสถิติ 1-sample K-S ส าหรับการ
ทดสอบการแจกแจงแบบเอ็กซ์โปเนนเชียลการแจกแจง
แบบสม่ าเสมอต่อเนื่อง และการแจกแจงแบบปัวซง 

5.2.1 กรณีทดสอบการแจกแจงแบบปกติ 
5.2.1.1 สถิติทดสอบ 1-sample K-S 

จะมีค่าก าลังการทดสอบค่อนข้างต่ า โดยส่วนใหญ่มีค่า
เป็น 0 หรือเข้าใกล้ 0 แม้จะใช้ขนาดตัวอย่างใหญ่ขึ้นถงึ 
100 แล้วก็ตาม ส่วนค่าอ่ืน ๆ ที่ต่างจาก 0 ก็พบว่ามีค่า
น้อยกว่าค่าท่ีได้จากสถิติ Lilliefors 

5.2.1.2 สถิติทดสอบ Lilliefors จะมี
ค่าก าลังการทดสอบสูงกว่าสถิติทดสอบ 1-sample   
K-S จากทุกการแจกแจงที่ศึกษาและมีค่าสูงขึ้น เมื่อ
ขนาดตัวอย่างใหญ่ขึ้น และเมื่อก าหนดระดับนัยส าคัญ
ให้สูงข้ึน 

สรุปได้ว่าสถิติทดสอบ Lilliefors มี
ความสามารถในการควบคุมความผิดพลาดชนิดที่ 1 
และมี ก า ลั งกา รทดสอบที่ สู ง ก ว่ า สถิ ติ ทดสอบ           
1-sample K-S ดังนั้นแนะน าให้นักวิจัยทั่ว ๆ ไปที่

ต้องการทดสอบการแจกแจงแบบปกติควรใช้เมนู 
Explore (ซึ่งคือสถิติทดสอบ Lilliefors) จากโปรแกรม 
SPSS มากกว่าท่ีจะใช้เมนู 1-sample K-S 

5.2.2 กรณีทดสอบการแจกแจงแบบเอ็กซ์
โปเนนเชียล 

ค่าก าลังการทดสอบจากการใช้สถิติ
ทดสอบ 1-sample K-S จากการทดสอบการแจกแจง
แบบแกมมา จะพบว่ามีก าลังการทดสอบค่อนข้างต่ า 
แม้ว่าจะเพิ่มขนาดตัวอย่างให้ใหญ่ขึ้น และก าหนด
ระดับนัยส าคัญให้สูงขึ้นแล้วก็ตาม คือ มีค่าก าลังการ
ทดสอบไม่ถึง 50 % ส่วนการแจกแจงแบบไวบูลล์จะ
พบว่าควรใช้ขนาดตัวอย่างใหญ่มากถึง 100 และ
ก าหนดระดับส าคัญ 0.10 จึงจะได้ค่าก าลังการทดสอบ
ที่สูงเข้าใกล้ 100 % 

สรุปได้ว่าสถิติทดสอบ 1-sample  
K-S จะใช้ได้ดีก็ต่อเมื่อผู้ใช้ต้องก าหนดขนาดตัวอย่างให้
ใหญ่มาก ๆ ถึง 100 และก าหนดระดับนัยส าคัญให้
สูงขึ้นเป็น 0.10 จึงจะได้ค่าก าลังการทดสอบที่สูง แต่
ไม่มีความสามารถในการควบคุมความผิดพลาดชนิดที่ 
1 

5.2.3 กรณีทดสอบการแจกแจงแบบ
สม่ าเสมอต่อเนื่อง 

สถิติทดสอบ 1-sample K-S จะมีค่า
ก าลังการทดสอบต่ ามาก แม้จะเพิ่มขนาดตัวอย่างให้
ใหญ่ขึ้น และก าหนดระดับนัยส าคัญให้สูงขึ้นจาก 0.05 
เป็น 0.10 แล้วก็ตาม  

5.2.4 กรณีทดสอบการแจกแจงแบบปัวซง 
สถิติทดสอบ 1-sample K-S มีก าลัง

การทดสอบต่ า เนื่องจากค่าก าลังของการทดสอบมีค่า
เป็น 0 หรือเข้าใกล้ 0 ในทุกกรณี แม้ว่าจะก าหนด
ขนาดตัวอย่างให้ใหญ่ขึ้นจาก 30 เป็น 100 หรือ
ก าหนดระดับนัยส าคัญให้สูงขึ้นจาก 0.05 เป็น 0.10 
แล้วก็ตาม 
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6. การอภิปรายผล 
6.1 กรณีทดสอบการแจกแจงแบบปกติ 

ผลการศึกษาครั้งนี้ได้ผลสอดคล้องกับงาน 
วิจัยของ D’ Agostino [1] และ Stephens [6] ว่า
สถิติทดสอบ 1-sample K-S มีประสิทธิภาพต่ า และ
สอดคล้องกับงานวิจัยของ Steinskog [2] ว่าควร
ระมัดระวังในการสถิติทดสอบ 1-sample K-S ในกรณี
ทดสอบการแจกแจงแบบปกติ 

6.2 กรณีทดสอบการแจกแจงแบบเอ็กซ์
โปเนนเชียล 

ไม่แนะน าผู้ใช้ใช้เมนูนี้ทดสอบการแจกแจง
แบบเอ็กซ์โปเนนเชียล เนื่องจากตามทฤษฎีการใช้สถิติ
ทดสอบ 1-sample K-S ในสมมติฐานเบื้องต้น 
จ าเป็นต้องระบุค่าพารามิเตอร์ของประชากร [18] 

6.3 กรณีทดสอบการแจกแจงแบบสม่ าเสมอ
ต่อเนื่อง 

ผลการศึกษาครั้ งนี้ ได้ผลสอดคล้องกับ
งานวิจัยของศรีอัมพรและวินัย [4] ว่าสถิติทดสอบ         
1-sample K-S มีประสิทธิภาพต่ ากว่าสถิติทดสอบ
แบบอ่ืน ๆ เช่น สถิติของ Anderson Darling, Kuiper, 
Ratio of Maximum Likelihoods  

6.4 กรณีทดสอบการแจกแจงแบบปัวซง                                    
การศึกษาครั้งนี้ได้ผลสอดคล้องกับต ารา

ทางสถิติของ Sprent และ Smeeton [19] Kvam 
[20] และ Conover [21] ที่กล่าวว่าตามทฤษฎีสถิติ
ทดสอบ 1-sample K-S เหมาะที่จะใช้ทดสอบการแจก
แจงแบบต่อเนื่องเท่านั้น แต่โปรแกรม SPSS ได้สร้าง
เมนูด้วยสถิติทดสอบ 1-sample K-S เพื่อทดสอบการ
แจกแจงแบบปัวซง ซึ่งเป็นการแจกแจงแบบไม่ต่อเนื่อง 
จึงไม่สอดคล้องกับทฤษฎีทางสถิติ สถิติทดสอบนี้จึงไม่
ควรจะน าไปใช้ทดสอบการแจกแจงแบบปัวซง 
  
7. ข้อเสนอแนะ 

เพื่อให้ผลสรุปครอบคลุมกว้างขวางขึ้นควรจะมี
การทดสอบกับโปรแกรมส าเร็จรูปทางสถิติอื่น ๆ อีก 
เช่น SAS, MINITAB หรืออ่ืน ๆ ว่าได้สร้างเมนูด้วยสถิติ
ทดสอบใด เพื่อใช้ทดสอบการแจกแจงทั้ง  4 แบบ 
เหล่านี้ โดยศึกษาถึงก าลังการทดสอบว่าได้ค่ามากกว่า
จากโปรแกรม SPSS ที่ศึกษาในครั้งนี้มากน้อยเพียงใด 
เพื่อเป็นข้อสรุปในการเลือกใช้โปรแกรมส าเร็จรูป เพื่อ
ทดสอบการแจกแจงทั้ง 4 แบบ นี้ให้ได้ประสิทธิภาพ
สูงสุด และท าให้ผู้ใช้มั่นใจว่าผลการทดสอบได้จากการ
แจกแจงที่ถูกต้อง รวมทั้งศึกษาเกี่ยวกับข้อมูลที่
แตกต่างจากการแจกแจงแบบปกติ การแจกแจงแบบ
เอ็กซ์โปเนนเชียล และการแจกแจงแบบสม่ าเสมอ
ต่อเนื่อง การแจกแจงแบบปัวซง อย่างมาก เช่น มี
ความเบ้เล็กน้อย เบ้มาก หรือมีค่าฐานนิยม 2 ค่า  

และควรศึกษาเพิ่มเติมเกี่ยวกับรายละเอียดของ
สถิติทดสอบ Lilliefors ว่าค่าพีที่ได้จากโปรแกรม 
SPSS มาจากตารางค่าวิกฤตที่สร้างไว้เฉพาะในแต่กรณี 
(เช่น ทราบค่าเฉลี่ยแต่ไม่ทราบค่าความแปรปรวน หรือ 
กรณีอื่น ๆ) 
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