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Abstract
The research on “Photo detection of alcohol drinking by recognizing cheek color and eye width

techniques” is aimed to detect the alcohol drinking by conceming the portrait of people. It utilizes the
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effective classifier, which is the backpropagation neural network with the combination of cheek color
recognition and eye width techniques to classify the photos of alcohol drinker. Herein, the Haar-like
feature technique is applied for recognizing the face from photos. From the given face area, the region
of interest technique is used to identify the cheek area and its color, and the width of the eye is detected
by the circle hough transform technique. For testing the proposed work, realistic samples of 100 photos
from alcohol and non-alcohol drinkers are used. The given photos are divided to training and test
photos. The existing classifiers, such as support vector machine (SVM), decision tree (C4.5), K-nearest
neighbor (KNN), Naive Bayes, Ada-boost cascade, Bayesian, template matching and neural networks, are
applied to group the photos into alcohol and non-alcohol drinkers. The results showed that the

backpropagation neural network presented the highest accuracy of 98 %.

Keywords: photo of alcohol drinker; face detection; cheeks color recognition; eye width detection;

back propagation neural network
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Experiments on 2015 |- Decision tree N3 EUMITINUNNIIATIVADUAN UL YBINITANGAT)
detection of (c45) wazdusalaslindes iemAranugnsas nud1 neural
drinking from face - Neural network | network ﬁﬂ"]mmgﬂﬁaﬂﬁ' 77.3 % %QLﬁuaﬁﬂTﬁﬁﬁﬁqm
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(face and object detection) [14,15]
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Fumituinananlunm awnsesinld@eis drcle
hough transform tuLAgaiUNITUI89AUTENDU

Tunngunsedu q

Training

Database

|
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Uszianeng 9 fu 91uau 8 sUuuu laud support
vector machine, decision tree (C4.5), K-nearest
neighbor, Naive Bayes, Ada-boost cascade,
Bayesian, template matching ke ¢ neural net
work $3uAUMAANITIINAUNLLAEN1IATIITY
PIAVDIA907 Iaguusdayaninareyunnaidu
training data Way test data Fausznoudaenn
‘Lwﬂmﬂﬂadauuawé’qﬁuLﬂ%iaﬁml,aaﬂaaaé Ha
NINAAOULARIFINITIT 3

N1SNAEOULENILALTAUIN neural
network 338 UIMATANTTI I FuANLaENIS
M5337UTUIAVDINAN ITITREAL AIUYNABIGS
flgn Winfu 82.326 waz Bayesian auuinadn
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FouarA1UgNARIIaAWINAY 45.0992 311
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nadnSuwanaliiiuin neural network 1¥LaUaAN
ANNYNADIEITAALTEBI91N neural network 81
N52UIUNISITEUS (learning) uagATHANATA

(error) LNBNAIIKNASNSIALUSEEANTAINUNNEITU

A15199 3 NSLUSEUMIBUUSEENTAINAITIILUN
naneyarannuLazlifuLeaneged

YDIRITWUNAN 9

AITLUN ERELELPRHOGIZEN
Neural network 82.3260
Support vector machine 72.5490
K-nearest neighbor (K-NN) 56.8627
Template matching 49.0196
Naive Bayes 47.0588
Decision tree (C4.5) 47.0588
Ada-boost cascade 47.0588
Bayesian 45.0992

3.3 N1SMAFBUNNTIUUNATWENEYARAT
funarlifundosiinnoanagadaae neural
network
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YUIAVBIAIIAT WU neural network a3
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A0 U neural network 3 UL Toun wuvu
\BaLdu (linear filters neural network) LUULN S
\Unsou (perceptron neural network) WALWUU
uWINIz88aUNSU (backpropagation neural
network) LazUszIdunan1Tnd@aue confusion
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A1519% 4 N1SNAEBUNITINLUNAIY neural

network 35614 9

- W Wes | WnsnTzany
8N13 o ” o o
W@y | EUnsou gauUnNau
True Positive a2 48 49
False Positive 8 2 1
False Negative | 1 4 1
True Negative | 49 46 49

True Positive (TP) Bu18Hy A1AAE
Wiy Ae YES wag@aluuvinuig YES

False Negative (FN) #u1899 ANARE
Whunne Ao YES uasaluusiung NO

True Negative (TN) u1889 AAa"d
Whunne fie NO waz@anuuyinuig NO

False Positive (FP) #3188 A1AaId
Whviwne A NO WARILUUNUWIY YES

HANISNAADULANININITIT & n1g

NAABUNITILUNAIY neural network 35619 9)

991597 4 wansliiiudn neural
network WUULNINTEEdouUNSUTINAULNATlA
N133FUANLAEAITNTIATUVUIAYBIATIN
a11130M5993 U INEsyARaTiALLAT B9
Loanesedligsiian S1udu 49 A 91nduIy
flavua 50 AW upzANNNTIRTITUAMENYARD
fildfuueanegodligaiis 49 Am 91nsuay
savn 50 a luveusd neural network WuULE
dusiudumatian1s3dnduiuuazn1nsiadu
YUIAYDINNAAMTANTINTUAMEBYARATIAY
Loanesodldrnfian S1udu 42 aw 91nduau
Jravn 50 A1 udaINT0ATIITUNINENEYARAT
lsifluueanosedligeda 49 nam anduauiianue
50 7N

definnsanisfevazanugniadlunns
$1uunes neural network 114 3 WUU KAMSYIAFOU
uamafans1eil 5 Sesazanugnioslunissiuun

994 neural network 919 3 WUU

M990 5 Fosazanugnaedlun1sduunved neural network 714 3 Luy

True False
— Specificity/ | Sensitivity/
/N7 Accuracy positive positive F-Measure
Precision Recall
rate rate
LUUWNSNIZRY 98 98 98 2 2 98
gouUnau
WUUNBSIEURTaU 94 92.3077 96 4 7.6923 96
WUULT9bEU 91 97.6744 86 14 2.3256 84

f15199 5 waneliiiudn neural

a

network LUUBNINSTLTUNGUIIUAUNATA

a1

N133NALANLAZNINTINTUINIATBIANAT AT

Jovazarugnaeslunisinuunasian laeilen
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accuracy = 98, true positive rate =98, false

positive rate = 98, specificity/ precision = 2,
sensitivity/recall = 2 wag F-measure = 98

Tuvaueg? neural network LUULTILAUTINAU
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