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บทคัดย่อ 
การวิจัยมีวัตถุประสงค์เพื่อเปรียบเทียบประสิทธิภาพของตัวสถิติทดสอบของวิธีการเปรียบเทียบพหุคูณแบบ

อิงพารามิเตอร์และไม่อิงพารามิเตอร์สำหรับแผนแบบการทดลองสุ่มในบล็อกไม่สมบูรณ์ ซึ่งมีตัวสถิติทดสอบที่ศึกษา 
6 การทดสอบ คือ ตัวสถิติทดสอบพิสัยพหุคูณใหม่ของดันแคน ตัวสถิติทดสอบวอลเลอร์-ดันแคน ตัวสถิติทดสอบโดย
ใช้ความแตกต่างที่มีนัยสำคัญน้อยที่สุดของฟิชเชอร์ ตัวสถิติทดสอบโคโนเวอร์ ตัวสถิติทดสอบเดอร์บิน และตัวสถิติ
ทดสอบสคิลลิงจ์-แม็กซ์ โดยศึกษาจากการเปรียบเทียบความสามารถในการควบคุมความน่าจะเป็นของความ
ผิดพลาดแบบที่ 1 และกำลังการทดสอบ กำหนดให้ข้อมูลถูกสุ่มมาจากประชากรที่มีการแจกแจงปรกติ การแจกแจง
แกมมา และการแจกแจงบีตา จำนวนทรีทเมนต์และจำนวนบล็อก คือ 3, 4, 5, 6 และ 7 ทรีทเมนต์และบล็อก 
ตามลำดับ และระดับนัยสำคัญ 0.05 และ 0.10 ผลการวิจัยเมื่อพิจารณาความสามารถในการควบคุมความน่าจะเป็น
ของความผิดพลาดแบบที่ 1 พบว่าตัวสถิติทดสอบที่มีความสามารถในการควบคุมความน่าจะเป็นของความผิดพลาด
แบบท่ี 1 ทุกสถานการณ์ คือ ตัวสถิติทดสอบวอลเลอร์-ดันแคน และตัวสถิติทดสอบโดยใช้ความแตกต่างท่ีมีนัยสำคญั
น้อยที่สุดของฟิชเชอร์ และเมื่อพิจารณากำลังการทดสอบพบว่าตัวสถิติทดสอบวอลเลอร์-ดันแคนมีกำลังการทดสอบ
สูงสุดในทุกสถานการณ์ 
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Abstract 
The objective of this research was to multi- compare the control efficiency of probability of 

type I error and power of a test between parametric and nonparametric tests of a randomized 
incomplete block designs.  The 6 statistics were Duncan’ s new multiple range, Waller-Duncan and 
Fisher’ s least significant difference, Conover, Durbin and Skillings- Mack.  In all cases, we used 
randomized data with a normal distribution, gamma distribution and beta distribution for calculating 
the probability of type I error and the power of a test.  Creating a randomized incomplete block 
designs will determine the number of treatments ( that equal to 3, 4, 5, 6 and 7 treatments) , and 
the number of blocks (that equal to 3, 4, 5, 6 and 7 blocks). Two significance levels were used 0.05 
and 0.10. The results for probability of type I error revealed that, for controlling probability of type 
I error, the Waller-Duncan and Fisher’ s least significant difference were the best in controlling it. 
For the power of a test, the Waller-Duncan showed the highest power of a test. 
 

Keywords: multiple comparison; probability of type I error; power of a test 
 
1. บทนำ 

การวิจัยหรือการทดลองในบางครั้งไม่สามารถ
ใช้แผนแบบการทดลองสุ่มในบล็อกสมบูรณ์ เนื่องจาก
แผนแบบการทดลองสุ่มในบล็อกสมบูรณ์นั้น ในแต่ละ
บล็อกต้องมีครบทุกทรีทเมนต์ ดังน้ันกรณีที่มีทรีทเมนต์
จำนวนมาก ๆ ซึ่งพบเสมอในงานทดลองบางประเภท 
ทำให้ต้องใช้บล็อกขนาดใหญ่มากเกินไป โดยความเป็น
จริงนั้นโอกาสที่จะเลือกใช้บล็อกขนาดใหญ่และมีความ
สม่ำเสมอกันทั ้งหมดเป็นไปได้น้อยมาก โดยเฉพาะ
อย่างยิ ่งสำหรับงานที ่เกี ่ยวข้องกับความแปรปรวน  
มาก ๆ หรืองานทดลองบางประเภทมีขีดจำกัดของ
ขนาดของบล็อกต่ำมาก จึงกล่าวได้ว่าขนาดของบล็อก
มีขีดจำกัดทำให้ไม่สามารถที ่จะใช้แผนการทดลอง
ประเภทบล็อกสมบูรณ์อย่างถูกต้องและมีประสิทธิภาพ 
เนื ่องจากหลักเกณฑ์การจัดบล็อกนั ้นภายในแต่ละ
บล็อกต้องมีความสม่ำเสมอทั่วกัน เป็นเหตุให้ผู้ทดลอง
จำเป็นที่จะต้องใช้แผนแบบการทดลองทีแ่ต่ละบล็อกมี
ไม่ครบทุกทรีทเมนต์ เพื่อให้ขนาดการทดลองเหมาะสม 
แผนแบบการทดลองประเภทนี้เรียกว่าแผนแบบการ

ทดลองสุ่มในบล็อกไม่สมบูรณ์ ( incomplete block 
design) [1] 

การอน ุมานเช ิงสถ ิต ิ เก ี ่ ยวก ับประชากร 
โดยเฉพาะการทดสอบสมมุติฐานเพื่อเปรียบเทียบความ
แตกต่างค่าเฉลี่ยของประชากรตั้งแต่ 3 กลุ่มขึ้นไปนั้น 
จะนิยมใช้การวิเคราะห์ความแปรปรวน (analysis of 
variance, ANOVA) ซึ่งหากในการทดสอบสมมุติฐาน
ดังกล่าวพบว่ามีค ่าเฉลี ่ยอย่างน้อยหนึ ่งคู ่ม ีความ
แตกต่างกันอย่างมีนัยสำคัญทางสถิติ จึงจะต้องเปรียบ 
เทียบพหุคูณต่อ เพื่อหาว่าทรีทเมนต์ของประชากรคู่
ใดบ้างที ่แตกต่างกัน ซึ ่งตัวสถิติทดสอบที ่ใช้ในการ
ทดสอบก็มีให้เล ือกใช้หลายการทดสอบ และมี ให้
เลือกใช้ทั้งในส่วนของตัวสถิติทดสอบอิงพารามิเตอร์
และไม่อิงพารามิเตอร์ ผ ู ้ว ิจ ัยจึงมีความสนใจที ่จะ
ทดสอบเพื่อเปรียบเทียบดูความเหมาะสมว่าตัวสถิติ
ทดสอบใดที่มีประสิทธิภาพดีที่สุดในการนำมาทดสอบ
ในแผนแบบการทดลองสุ่มในบล็อกไม่สมบูรณ์ ด้วยเหตุ
นี้ผู้วิจัยจึงได้รวบรวมงานวิจัยที่เกี่ยวข้องเพื่อศึกษาตัว
สถิติทดสอบของวิธีการเปรียบเทียบพหุคูณที่ใช้ทดลอง
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ในแผนแบบการทดลองสุ่มในบล็อกไม่สมบูรณ์ ซึ่งผู้วิจัย
ได้ศึกษาทั้งตัวสถิติทดสอบอิงพารามิเตอร์และไม่อิง
พารามิเตอร์ ดังนี ้

ตัวสถิติทดสอบพิสัยพหุคูณใหม่ของดันแคน 
( Duncan’ s new multiple range test, DMRT or 
DUN) สามารถควบคุมความน่าจะเป็นของความผิด 
พลาดแบบท่ี 1 และมีกำลังการทดสอบสูงสุดในทุกกรณี 
เมื่อกลุ่มตัวอย่างมีขนาดเท่ากันในแผนแบบการทดลอง
สุ่มสมบูรณ์ [3] สามารถควบคุมความน่าจะเป็นของ
ความผิดพลาดแบบที่ 1 ทุกกรณี เมื่อกลุ่มตัวอย่างที่มี
ขนาดเท่าก ันและไม่เท ่าก ัน โดยกำหนดให้ความ
แปรปรวนเท่ากัน [4] และมีกำลังการทดสอบสูงสุด 
เมื ่อศึกษากำลังการทดสอบ [5] มีกำลังการทดสอบ
สูงสุดในทุกสถานการณ์ เมื ่อศึกษากำลังของการ
ประมาณค่าและขนาดกลุ่มตัวอย่างของวิธีการเปรียบ 
เทียบพหุคูณ [6] นอกจากน้ีตัวสถิติทดสอบพิสัยพหุคูณ
ใหม่ของดันแคนยังมีโอกาสพบนัยสำคัญมากที่สุดเมื่อ
ศึกษาการทดสอบความแตกต่างระหว่างค่าเฉลี่ยหลัง
การวิเคราะห์ความแปรปรวน [7] ดังนั้นอาจสรุปได้ว่า
ตัวสถิติทดสอบพิสัยพหุคูณใหม่ของดันแคนเป็นวิธีการ
ทดสอบที่มีประสิทธิภาพมากที่สุด เมื่อเปรียบเทียบตัว
สถิติทดสอบของวิธีการเปรียบเทียบเชิงพหุคูณโดยใช้
ข้อมูลทางการเกษตรในการวิจัย [8] 

ตัวสถิติทดสอบวอลเลอร์-ดันแคน (Waller-
Duncan test, WD) สามารถควบคุมความน่าจะเป็น
ของความผิดพลาดแบบที่ 1 ทุกกรณี และมีกำลังการ
ทดสอบสูงสุดเมื่อกลุ่มตัวอย่างมีขนาดไม่เท่ากันในแผน
แบบการทดลองสุ่มสมบูรณ์ [3] และสามารถควบคุม
ความน่าจะเป็นของความผิดพลาดแบบที่ 1 ทุกกรณี 
และมีกำลังการทดสอบสูงสุดในแผนแบบการทดลอง
สุ่มในบล็อกสมบูรณ์ [9] 

ต ัวสถ ิต ิทดสอบโดยใช ้ความแตกต ่างท ี ่มี
น ัยสำค ัญน้อยที ่ส ุดของฟิชเชอร ์  (Fisher’s least 

significant difference test, LSD) สามารถควบคุม
ความน่าจะเป็นของความผิดพลาดแบบที ่ 1 และมี
กำลังการทดสอบสูงสุดในทุกกรณี เมื่อกลุ่มตัวอย่างมี
ขนาดเท่ากันในแผนแบบการทดลองสุ่มสมบูรณ์ [3] 
สามารถควบคุมความน่าจะเป็นของความผิดพลาดแบบ
ที่ 1 ทุกกรณี เมื่อกลุ่มตัวอย่างที่มีขนาดเท่ากันและไม่
เท่ากัน โดยกำหนดให้ความแปรปรวนเท่ากัน [4] มี
กำลังการทดสอบสูงสุดในทุกสถานการณ์เมื ่อศึกษา
กำลังการทดสอบ [5] มีกำลังการทดสอบสูงสุดในทุก
สถานการณ์ เมื่อศึกษากำลังของการประมาณค่าและ
ขนาดกลุ่มตัวอย่างของวิธีการเปรียบเทียบพหุคูณ [6] 
มีกำลังการทดสอบสูงสุดในทุกสถานการณ์ เมื่อกลุ่ม
ตัวอย่างขนาดเท่ากัน [10] อีกทั ้งยังพบว่าสามารถ
ควบคุมความน่าจะเป็นของความผิดพลาดแบบที่ 1 ทุก
สถานการณ์ เมื่อศึกษาการเปรียบเทียบความสามารถ
ควบคุมความน่าจะเป็นของความผิดพลาดแบบที่ 1 
[11-13] นอกจากนี ้ยังพบว่าตัวสถิติทดสอบโดยใช้
ความแตกต่างที่มีนัยสำคัญน้อยที่สุดของฟิชเชอร์เป็น
วิธีที่ให้ผลสรุปหรือผลการทดสอบที่น่าเชื่อถือมากที่สุด
สำหรับใช้ในงานวิจัย เมื ่อศึกษาพิจารณาจากความ
น่าจะเป็นของความผิดพลาด 3 ชนิด [14] และเมื่อ
พิจารณาถึงความน่าจะเป็นของความผิดพลาดแบบที่ 1 
กำลังการทดสอบในงานวิจัยด้านการเกษตร [15] 

ตัวสถิต ิทดสอบโคโนเวอร์ (Conover test, 
CNV) เมื่อตัวอย่างถูกสุ่มมาจากประชากรที่มีการแจก
แจงแกมมา การแจกแจงไคกำลังสอง และการแจกแจง
เลขชี้กำลังในแผนแบบบล็อกสมบูรณ์เชิงสุ่ม ตัวสถิติ
ทดสอบโคโนเวอร์มีกำลังการทดสอบสูงสุดในทุกกรณี 
[2] 

ตัวสถิติทดสอบเดอร์บิน (Durbin test, DUB) 
และตัวสถิติทดสอบสคิลลิงจ์-แม็กซ์ (Skillings-Mack 
Test, SKM) การศึกษาค้นคว้าและรวบรวมวรรณกรรม
ที่เกี่ยวข้องกบังานวิจัยนั้น ผู้วิจัยยังไม่พบว่ามีงานวิจัยที่
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นำตัวสถิติทดสอบสองตัวนี้เข้ามาเปรียบเทียบกับตัว
สถิติทดสอบตัวอื่น ๆ เนื่องจากตัวสถิติทดสอบ 2 การ
ทดสอบนี้โดยทั่วไปแล้วมักเจอในสื่อการสอน หรือมี
การนำไปใช้ในกรณีที ่ข ้อมูลมีล ักษณะไม่ตรงตาม
ข้อกำหนดของตัวสถิติทดสอบอิงพารามิเตอร์ ผู้วิจัยจึง
มีความสนใจที่จะนำตัวสถิติทดสอบทั้งสองตัวนี้เข้ามา
เปรียบเทียบร่วมกับตัวสถิติทดสอบตัวอื ่น ๆ ที ่ใช้
งานวิจัย 

การทำวิจ ัยครั ้งนี ้ผ ู ้ว ิจ ัยจึงสนใจศึกษาการ
เปรียบเทียบความน่าจะเป็นของความผิดพลาดแบบที่ 
1 และกำลังการทดสอบของวิธีการเปรียบเทียบพหุคูณ
อิงพารามิเตอร์และไม่อิงพารามิเตอร์ของแผนแบบการ
ทดลองสุ่มในบล็อกไม่สมบูรณ์ โดยเปรียบเทียบตัวสถิติ
ทดสอบทั้ง 6 การทดสอบ คือ ตัวสถิติทดสอบพิสัย
พหุคูณใหม่ของดันแคน ตัวสถิติทดสอบวอลเลอร์-ดัน
แคน ตัวสถิติทดสอบโดยใช้ความแตกต่างที่มีนัยสำคัญ
น้อยที่สุดของฟิชเชอร์ ตัวสถิติทดสอบโคโนเวอร์ ตัว
สถิติทดสอบเดอร์บิน และตัวสถิติทดสอบสคิลลิงจ์ -
แม็กซ์ โดยลักษณะของประชากรที่ผู ้วิจัยเลือกใช้ใน
งานวิจัยนี้ คือ การแจกแจงปรกติ การแจกแจงแกมมา 
และการแจกแจงบีตา เนื่องจากการแจกแจงปรกติ การ
แจกแจงแกมมา และการแจกแจงบีตา เป็นพื้นฐานของ
การเรียนในวิชาสถิติ นอกจากนี้ทั้ง 3 การแจกแจงยัง
เป็นที่นิยมสำหรับนำมาใช้ในการทดสอบการเปรียบ 
เทียบตัวสถิติทดสอบ         
 

2. วัตถุประสงค์ของงานวิจัย 
2.1 เพื ่อเปรียบเทียบความสามารถในการ

ควบคุมความน่าจะเป็นของความผิดพลาดแบบที่ 1 
และกำลังการทดสอบของตัวสถิติทดสอบของวิธีการ
เปรียบเทียบพหุคูณแบบอิงพารามิเตอร์และไม่อิง
พารามิเตอร์ 6 การทดสอบ ของแผนแบบการทดลอง
สุ่มในบล็อกไม่สมบูรณ์ 

2.2 เพื่อหาตัวสถิติทดสอบที่เหมาะสมสำหรับ
ทดสอบข้อมูลที ่มีการแจกแจงปรกติ การแจกแจง
แกมมา และการแจกแจงบีตา 
 

3. วิธีการวิจัย 

3.1 การวางแผนการวิจัย 
การวิจัยได้ดำเนินการกำหนดสถานการณ์

ในการศึกษาเปรียบเทียบ ดังนี ้
3.1.1 กำหนดจำนวนทรีทเมนต์ (t) ที่ศึกษา

คือ 3, 4, 5, 6 และ 7 
3.1.2 กำหนดจำนวนบล็อก (b) ที่ศึกษาคือ 

3, 4, 5, 6 และ 7 
3.1.3 กำหนดระดับนัยสำคัญ () คือ 0.05 

และ 0.10 
3.1.4 กำหนดจำนวนทรีทเมนต์ต่อบล็อก 

(k) ที่ศึกษา คือ k ≤ t – 1 
3.1.5 สร้างแผนแบบการทดลองสุ ่มใน

บล็อกไม่สมบูรณ์ ดังนี้ (1) แต่ละบล็อกไม่สมบูรณ์จะ
ประกอบด้วยจำนวนทรีทเมนต์ต่อบล็อกเท่ากัน (b)  
(2) ทรีทเมนต์แต่ละทรีทเมนต์จะปรากฏในการทดลอง
เป็นจำนวนครั้งเท่ากัน (r) (3) ไม่มีซ้ำของทรีทเมนต์ใน
บล็อกเดียวกัน (rt = bk) (4) ทุกทรีทเมนต์ต้องปรากฏ
ร่วมกับทร ีทเมนต ์อ ื ่น ๆ อย่างน้อย 1 ครั ้ง และ         
(5) จำนวนครั ้งในการปรากฏร่วมของแต่ละคู ่ของ   
ทรีทเมนต์ต้องเท่ากัน (λ) [1] 

3.1.6 จำลองข้อมูลที่สุ่มจากประชากรณ์ที่
มีการแจกแจงปรกติ การแจกแจงแกมมา และการแจก
แจงบีตา 

3.1.7 กำหนดค่าพารามิเตอร์กรณปีระชากร
มีการแจกแจงปรกติ ดังต่อไปนี้ 

(1) กำหนดค่าพารามิเตอร์สำหรับการ
คำนวณความน่าจะเป็นของความผิดพลาดแบบที่ 1 
แบ่งเป็น 2 สถานการณ์ ดังนี้ (1) สถานการณ์ที ่ 1 
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ข้อมูลสุ่มมาจากประชากรที่มีค่ากลางเท่ากัน และความ
แปรปรวนเท่ากัน และ (2) สถานการณ์ที่ 2 ข้อมูลสุ่ม
มาจากประชากรที ่ม ีค ่ากลางเท ่าก ัน และความ
แปรปรวนต่างกัน 

(2) กำหนดค่าพารามิเตอร์สำหรับการ
คำนวณกำลังการทดสอบ แบ่งเป็น 2 สถานการณ์ ดังนี้ 
(1) สถานการณ์ที่ 1 ข้อมูลสุ่มมาจากประชากรที่มีค่า
กลางต ่างก ัน และความแปรปรวนเท ่าก ัน  และ          
(2) สถานการณ์ที่ 2 ข้อมูลสุ่มมาจากประชากรที่มีค่า
กลางต่างกัน และความแปรปรวนต่างกัน   

โดยท ี ่การกำหนดค่าพาราม ิ เตอร์
สำหร ับการแจกแจงปรกติในแต่ละสถานการณ์มี
ทั้งหมด 4 แบบ ดังตารางที่ 2 

Table 1 Incomplete block designs 9 plans used 
in the research 

 

Experimental 
Designs 

b t k r λ 

1 3 3 2 2 1 
2 4 4 3 3 2 
3 5 5 4 4 3 
4 6 3 2 4 2 
5 6 4 2 3 1 
6 6 6 5 5 4 
7 7 7 3 3 1 
8 7 7 4 4 2 
9 7 7 6 6 5 

Table 2  Parameters for calculation the probability of type I error and the power of a test of a 
normal distribution 

 

 
Situations Models 

Parameters (μ, σ2) 
Block 1 Block 2 Block 3 Block 4 Block 5 Block 6 Block 7 

Pa
ra

m
et

er
s f

or
 c

alc
ul

at
ion

   
   

  
th

e 
pr

ob
ab

ilit
y 

of
 ty

pe
 I 

er
ro

r 

1 

1 (4, 12) (4, 12) (4, 12) (4, 12) (4, 12) (4, 12) (4, 12) 
2 (8, 24) (8, 24) (8, 24) (8, 24) (8, 24) (8, 24) (8, 24) 
3 (16, 48) (16, 48) (16, 48) (16, 48) (16, 48) (16, 48) (16, 48) 
4 (32, 96) (32, 96) (32, 96) (32, 96) (32, 96) (32, 96) (32, 96) 

2 

1 (4, 12) (4, 24) (4, 48) (4, 96) (4, 192) (4, 384) (4, 768) 
2 (8, 12) (8, 24) (8, 48) (8, 96) (8, 192) (8, 384) (8, 768) 
3 (16, 12) (16, 24) (16, 48) (16, 96) (16, 192) (16, 384) (16, 768) 
4 (32, 12) (32, 24) (32, 48) (32, 96) (32, 192) (32, 384) (32, 768) 

Pa
ra

m
et

er
s f

or
 c

alc
ul

at
ion

   
   

  
th

e 
po

we
r o

f a
 te

st 3 

1 (4, 12) (6, 12) (8, 12) (10, 12) (12, 12) (14, 12) (16, 12) 
2 (4, 24) (6, 24) (8, 24) (10, 24) (12, 24) (14, 24) (16, 24) 
3 (4, 48) (6, 48) (8, 48) (10, 48) (12, 48) (14, 48) (16, 48) 
4 (4, 96) (6, 96) (8, 96) (10, 96) (12, 96) (14, 96) (16, 96) 

4 

1 (3, 12) (5, 24) (7, 48) (9, 96) (11, 192) (13, 384) (15, 768) 
2 (4, 12) (6, 24) (8, 48) (10, 96) (12, 192) (14, 384) (16, 768) 
3 (5, 12) (7, 24) (9, 48) (11, 96) (13, 192) (15, 384) (17, 768) 
4 (6, 12) (8, 24) (10, 48) (12, 96) (14, 192) (16, 384) (18, 768) 
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3.1.8 กำหนดค่าพารามิเตอร์กรณปีระชากร

มีการแจกแจงแกมมา ดังต่อไปนี้  

(1) กำหนดค่าพารามิเตอร์สำหรับการ

คำนวณความน่าจะเป็นของความผิดพลาดแบบที่ 1 

แบ่งเป็น 2 สถานการณ์ ดังนี้ (1) สถานการณ์ที ่ 1 

ข้อมูลสุ่มมาจากประชากรที่มีค่ากลางเท่ากัน และความ

แปรปรวนเท่ากัน และ (2) สถานการณ์ที่ 2 ข้อมูลสุ่ม

มาจากประชากรที่มีค่ากลางเท่ากัน และความแปร 

ปรวนต่างกัน 

(2) กำหนดค่าพารามิเตอร์สำหรับการ

คำนวณกำลังการทดสอบ แบ่งเป็น 2 สถานการณ์ ดังนี้ 

(1) สถานการณ์ที่ 1 ข้อมูลสุ่มมาจากประชากรที่มีค่า

กลางต ่างก ัน และความแปรปรวนเท ่าก ัน  และ          

(2) สถานการณ์ที่ 2 ข้อมูลสุ่มมาจากประชากรที่มีค่า

กลางต่างกัน และความแปรปรวนต่างกัน  

โดยท ี ่การกำหนดค่าพาราม ิ เตอร์

สำหรับการแจกแจงแกมมาในแต่ละสถานการณ์มี

ทั้งหมด 4 แบบ ดังตารางที่ 3 

 

Table 3 Parameters for calculation the probability of type I error and the power of a test of a 

gamma distribution 
 

 
Situations Models 

Parameters (, ) 

Block 1 Block 2 Block 3 Block 4 Block 5 Block 6 Block 7 

Pa
ra

m
et

er
s f

or
 c

alc
ul

at
ion

   
   

   
   

th
e 

pr
ob

ab
ilit

y 
of

 ty
pe

 I 
er

ro
r 

1 

1 (4, 4) (4, 4) (4, 4) (4, 4) (4, 4) (4, 4) (4, 4) 

2 (4, 8) (4, 8) (4, 8) (4, 8) (4, 8) (4, 8) (4, 8) 

3 (8, 8) (8, 8) (8, 8) (8, 8) (8, 8) (8, 8) (8, 8) 

4 (8, 16) (8, 16) (8, 16) (8, 16) (8, 16) (8, 16) (8, 16) 

2 

1 (4, 4) (8, 2) (16, 1) (1, 16) (2, 8) (40, 0.4) (36, 0.44) 

2 (4, 8) (8, 4) (16, 2) (2, 16) (6, 5.33) (12, 2.67) (14, 2.29) 

3 (8, 8) (16, 4) (4, 16) (2, 32) (32, 2) (12, 5.33) (24, 2.67) 

4 (8, 16) (64, 2) (32, 4) (16, 8) (48, 2.67) (24, 5.33) (56, 2.29) 

Pa
ra

m
et

er
s f

or
 ca

lcu
lat

ion
   

   
   

   
th

e 
po

we
r o

f a
 te

st 3 

1 (4, 4) (16, 2) (1, 8) (25, 1.6) (36, 1.33) (49, 1.14) (9, 2.67) 

2 (4, 8) (64, 2) (16, 4) (36, 2.67) (100, 1.6) (196, 1.1) (324, 0.9) 

3 (8, 8) (32, 4) (2, 16) (288, 1.3) (72, 2.7) (200, 1.6) (392, 1.1) 

4 (8, 16) (128, 4) (32, 8) (512, 2) (288, 2.7) (2, 32) (800, 1.6) 

4 

1 (4, 4) (18, 1.33) (1, 4) (16, 4) (8, 4) (10, 0.8) (4, 1.33) 

2 (4, 8) (162, 0.9) (4, 4) (72, 2.67) (96, 1.33) (48, 1.33) (896, 0.3) 

3 (8, 8) (1, 16) (144, 2.7) (128, 4) (8, 4) (48, 2.67) (384, 0.7) 

4 (288, 2.7) (16, 4) (72, 2.67) (144, 2.7) (48, 2.67) (96, 2.67) (896, 0.6) 
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3.1.9 กำหนดค่าพารามิเตอร์กรณปีระชากร

มีการแจกแจงบีตา ดังต่อไปนี้ 

(1) กำหนดค่าพารามิเตอร์สำหรับการ

คำนวณความน่าจะเป็นของความผิดพลาดแบบที่ 1 

แบ่งเป็น 2 สถานการณ์ ดังนี้  (1) สถานการณ์ที ่ 1 

ข้อมูลสุ่มมาจากประชากรที่มีค่ากลางเท่ากัน และความ

แปรปรวนเท่ากัน และ (2) สถานการณ์ที่ 2 ข้อมูลสุ่ม

มาจากประชากรที ่ม ีค ่ากลางเท ่าก ัน และความ

แปรปรวนต่างกัน 

(2) กำหนดค่าพารามิเตอร์สำหรับการ

คำนวณกำลังการทดสอบ แบ่งเป็น 2 สถานการณ์ ดังนี้ 

(1) สถานการณ์ที่ 1 ข้อมูลสุ่มมาจากประชากรที่มีค่า

กลางต ่างก ัน และความแปรปรวนเท ่าก ัน  และ          

(2) สถานการณ์ที่ 2 ข้อมูลสุ่มมาจากประชากรที่มีค่า

กลางต่างกัน และความแปรปรวนต่างกัน  

โดยท ี ่การกำหนดค่าพาราม ิ เตอร์

สำหรับการแจกแจงบีตาในแต่ละสถานการณ์มีทั้งหมด 

4 แบบ ดังตารางที่ 4 

 

Table 4 Parameters for calculation the probability of type I error and the power of a test of a beta 

distribution 
 

 
Situations Models 

Parameters (, ) 

Block 1 Block 2 Block 3 Block 4 Block 5 Block 6 Block 7 

Pa
ra

m
et

er
s f

or
 c

alc
ul

at
ion

   
   

   
th

e 
pr

ob
ab

ilit
y 

of
 ty

pe
 I 

er
ro

r 

1 

1 (8, 12) (8, 12) (8, 12) (8, 12) (8, 12) (8, 12) (8, 12) 

2 (10, 6) (10, 6) (10, 6) (10, 6) (10, 6) (10, 6) (10, 6) 

3 (2, 8) (2, 8) (2, 8) (2, 8) (2, 8) (2, 8) (2, 8) 

4 (9, 8) (9, 8) (9, 8) (9, 8) (9, 8) (9, 8) (9, 8) 

2 

1 (2, 3) (3, 4.5) (4, 6) (5, 7.5) (6, 9) (7, 10.5) (8, 12) 

2 (2, 1.2) (4, 2.4) (6, 3.6) (8, 4.8) (10, 6) (12, 7.2) (14, 8.4) 

3 (6, 24) (4, 16) (8, 32) (10, 40) (12, 48) (14, 56) (16, 64) 

4 (3, 2.67) (5, 4.44) (7, 6.56) (9, 8) (11, 9.78) (13, 11.7) (15, 13.3) 

Pa
ra

m
et

er
s f

or
 ca

lcu
lat

ion
   

   
   

th
e 

po
we

r o
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st 3 

1 (2, 9.58) (3, 10.88) (1, 7.35) (4, 11.69) (5, 12.14) (6, 12.33) (7, 12.29) 

2 (2, 8.33) (3, 9.36) (1, 3.47) (4, 9.89) (5, 10.08) (6, 10) (7, 9.67) 

3 (2, 8) (3, 8.96) (1, 6.27) (4, 9.44) (5, 9.56) (6, 9.41) (7, 9) 

4 (2, 8.3) (3, 9.3) (1, 6.42) (4, 9.85) (5, 10) (6, 9.96) (7, 9.62) 

4 

1 (1, 2.92) (3, 4.5) (3, 6.11) (4, 7.66) (6, 9) (1, 6.76) (4, 11.69) 

2 (1, 2.06) (1, 3.5) (3, 6.03) (4, 8.05) (7, 9.67) (5, 11.93) (5, 13.61) 

3 (5, 22.69) (5, 17.03) (4, 25.25) (4, 28.97) (7, 40.18) (7, 44.29) (6, 45.29) 

4 (1, 3.01) (3, 5.54) (4, 7.79) (5, 10) (6, 12.33) (5, 13.94) (5, 15.63) 
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3.1.10 หาจำนวนรอบที่ใช้ในงานวิจัยโดย
จะพิจารณาจากความน่าจะเป็นของความผิดพลาด
แบบที่ 1 ของตัวสถิติทดสอบทั้ง 6 การทดสอบ จะเริ่ม
คงที่เมื่อจำนวนรอบทั้งหมด 12,395 ครั้ง และจำนวน
รอบที่ผ่านการทดสอบการวิเคราะห์ความแปรปรวน 
700 ครั้ง ดังนั้นผู้วิจัยจึงกำหนดจำนวนรอบที่ใช้ในการ
วิจัยเท่ากับจำนวนรอบที่ผ่านการทดสอบการวิเคราะห์
ความแปรปรวน 700 ครั้ง 

3.1.11 คำนวณข้อมูลแต่ละประชากรด้วย
การวิเคราะห์ความแปรปรวน (ANOVA) แล้วตรวจสอบ
ว่าข้อมูลมีอิทธิพลของบล็อกและอิทธิพลของทรีทเมนต์
หรือไม่ ถ้าข้อมูลมีอิทธิพลของบล็อกและอิทธิพลของ 
ทรีทเมนต์ก็จะนำข้อมูลนั ้นมาใช้ในงานวิจัย แต่ถ้า
ข้อมูลไม่มีอิทธิพลของบล็อกและไม่มีอิทธิพลของ   
ทรีทเมนต์ก็จะไม่ถูกนำมาใช้ในงานวิจัย ซึ่งในงานวิจัยนี้
ผู ้วิจัยได้กำหนดให้ชุดข้อมูลที่ต้องมีทั ้งอิทธิพลของ
บล็อกและอิทธิพลของทรีทเมนต์ 700 ครั้ง ก่อนนำไป
วิเคราะห์การเปรียบเทียบพหุคูณต่อไป 

3.1.12 คำนวณความสามารถ ในการ
ควบคุมความน่าจะเป็นของความผิดพลาดแบบที่ 1 
ของตัวสถิติทดสอบตามเกณฑ์ของแบรดลีย์ (Bradley) 
ในแต่ละสถานการณ์ 

3.1.13 เกณฑ์พิจารณาความสามารถใน
การควบคุมความน่าจะเป็นของความผิดพลาดแบบที่ 1 
ของแบรดลีย์ จากการทดลองที่  = 0.05 อยู่ในช่วง 
(0.04, 0.06) และที่  = 0.10 อยู่ในช่วง (0.08, 0.12) 
[16] 

3.1.14 คำนวณกำลังการทดสอบของตัว
สถิติทดสอบที ่สามารถควบคุมความน่าจะเป็นของ
ความผิดพลาดแบบที่ 1 ตามเกณฑ์ของแบรดลีย์ได้ใน
แต่ละสถานการณ์ 

3.1.15 เปรียบเทียบตัวสถิติทดสอบ โดยตัว
สถิติทดสอบที ่สามารถควบคุมความน่าจะเป็นของ

ความผิดพลาดแบบที ่ 1 ได้ตามเกณฑ์ของแบรดลีย์ 
และมีกำลังการทดสอบสูงที่สุดจะถือว่าเป็นตัวสถิติ
ทดสอบที่ดีท่ีสุด 
 

3. วิธีการวิจัย 
การวิจัยครั้งนี้ดำเนินงานตามขั้นตอนโดยแบ่ง 

เป็น 2 ขั้นตอน ดังนี ้
3.1 การคำนวณความสามารถในการควบคุม

ความน่าจะเป็นของความผิดพลาดแบบที่ 1 
3.1.1 จำลองข้อมูลในแต่ละขนาดจาก

ประชากรที่มีการแจกแจงปรกติ การแจกแจงแกมมา 
และการแจกแจงบีตา ให้มีพารามิเตอร์ตามที่ต้องการ 
โดยกำหนดค ่าต ั วสร ้ าง เลขส ุ ่ ม เท ียม ( seeding 
number) เท่ากับ 10 เพื่อให้การสุ่มข้อมูลในครั้งต่อไป
มีค่าเท่าเดิม โดยโปรแกรม R 

3.1.2 คำนวณตัวสถิติทดสอบทั ้ง 6 การ
ทดสอบ โดยใช้คำสั่งจากโปรแกรม R 

3.1.3 สรุปผลการปฏิเสธสมมุติฐานว่างใน
แต่ละ  โดยการเปรียบเทียบค่า p-value กับ  

3.1.4 ทำซ้ำข้อ 3.1.1-3.1.3 จนครบ 700 
ครั้ง แล้วหาความน่าจะเป็นของความผิดพลาดแบบที่ 1 
โดยการนับจำนวนครั้งของการปฏิเสธสมมุติฐานว่าง 
(H0) ดังนี ้“ความน่าจะเป็นของความผิดพลาดแบบท่ี 1 
= จำนวนครั้งของการปฏิเสธ H0 เมื ่อ H0 เป็นจริง ÷ 
จำนวนครั้งท้ังหมด” 

ถ้าความสามารถในการควบคุมความน่าจะ
เป็นของความผิดพลาดแบบที่  1 ของการทดสอบ
สำหรับแต่ละสถานการณ์มีค่าอยู่ในช่วงที่ได้กำหนด
ไว้ในเกณฑ์ของการเปรียบเทียบตัวสถิติทดสอบ เช่น 
เณฑ์ของแบรดลีย์ จะถือว่าตัวสถิติทดสอบนั้นมีความ 
สามารถในการควบคุมความน่าจะเป็นของความผิดพลาด
แบบที่ 1 

3.2 การคำนวณกำลังการทดสอบ 
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3.2.1 จำลองข้อมูลในแต่ละขนาดจาก

ประชากรที่มีการแจกแจงปรกติ การแจกแจงแกมมา 
และการแจกแจงบีตา ให้มีพารามิเตอร์ตามที่ต้องการ 

โดยกำหนดค่าตัวสร้างเลขสุ่มเทียม 10 เพื่อให้การสุ่ม

ข้อมูลในครั้งต่อไปมีค่าเท่าเดิมด้วยโปรแกรม R 

3.2.2 คำนวณตัวสถิติทดสอบทั ้ง 6 การ
ทดสอบ โดยใช้คำสั่งจากโปรแกรม R 

3.2.3 สรุปผลการปฏิเสธสมมุติฐานว่างใน

แต่ละ  โดยการเทียบค่า p-value กับ  

3.2.4 ทำซ้ำข้อ 3.2.1-3.2.3 จบครบ 700 

ครั้ง แล้วหากำลังการทดสอบ โดยการนับจำนวนครั้ง

ของการปฏิเสธสมมุติฐานว่าง (H0) ดังนี้ “กำลังการ

ทดสอบ = จำนวนครั้งของการปฏิเสธ H0 เมื่อ H0 ไม่
จริง ÷ จำนวนครั้งท้ังหมด” 

โดยหากำลังการทดสอบเฉพาะตัวสถิติ

ทดสอบที่สามารถควบคุมความน่าจะเป็นของความ

ผิดพลาดแบบที่ 1 เท่านั้น และเปรียบเทียบกำลังการ
ทดสอบของตัวสถิติทดสอบ ถ้าพบว่าตัวสถิติทดสอบใด
มีกำลังการทดสอบสูงสุดจะเป็นตัวสถิติทดสอบที่ดีท่ีสุด 
 

4. ผลการวิจัย 
4.1 ความน่าจะเป็นของความผิดพลาดแบบท่ี 1 

 

Table 5 The test statistics with the ability to control the probability of type I error for randomized 
data with a normal distribution 

 

Experimental 

designs 

Randomized data with a normal distribution 

Situation 1: Same averages  

and same variances 

Situation 2: Same averages  

but different variances 

Levels of significance Levels of significance 

0.05 0.10 0.05 0.10 

1 DUN, WD, LSD DUN, WD, LSD DUN, LSD DUN, WD, LSD 

2 WD, LSD, DUB WD, LSD, DUB WD, LSD, DUB WD, LSD, DUB 

3 WD, LSD, DUB 
WD, LSD, CNV, 

DUB, SKM 

WD, LSD, DUB, 

SKM 

WD, LSD, CNV, 

DUB, SKM 

4 None None None None 

5 LSD WD, LSD, DUB LSD WD, LSD, DUB 

6 
WD, LSD, CNV, 

DUB 

WD, LSD, CNV, 

DUB, SKM 

WD, LSD, CNV, 

DUB, SKM 

WD, LSD, CNV, 

DUB, SKM 

7 WD, LSD, DUB WD, LSD, DUB WD, LSD, DUB WD, LSD, DUB 

8 WD, LSD, DUB WD, LSD, DUB WD, LSD, DUB WD, LSD, DUB 

9 
WD, LSD, CNV, 

DUB 

WD, LSD, CNV, 

DUB 

WD, LSD, CNV, 

DUB, SKM 

WD, LSD, CNV, 

DUB, SKM 
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ตารางท ี ่  5 พบว ่าต ัวสถ ิต ิทดสอบที ่มี

ความสามารถในการควบคุมความน่าจะเป็นของความ

ผิดพลาดแบบที่ 1 ทุกแผน คือ ตัวสถิติทดสอบโดยใช้

ความแตกต่างที ่ม ีน ัยสำคัญน้อยที ่ส ุดของฟิชเชอร์ 

ยกเว้นแผน 4 ไม่ม ีต ัวสถิต ิทดสอบตัวใดที ่ม ีความ 

สามารถในการควบคุมความน่าจะเป็นของความ

ผิดพลาดแบบที่ 1 ตามเกณฑ์ของแบรดลีย์ 

ตารางท ี ่  6 พบว ่าต ัวสถ ิต ิทดสอบที ่มี

ความสามารถในการควบคุมความน่าจะเป็นของความ

ผิดพลาดแบบที่ 1 ทุกแผน สถานการณ์ที่ 1 คือ ตัวสถิติ

ทดสอบวอลเลอร์-ดันแคนและตัวสถิติทดสอบโดยใช้

ความแตกต่างที่มีนัยสำคัญน้อยที่สุดของฟิชเชอร์ และ

สถานการณ์ที ่ 2 คือ ตัวสถิต ิทดสอบโดยใช้ความ

แตกต่างท่ีมีนัยสำคัญน้อยที่สุดของฟิชเชอร์และตัวสถิติ

ทดสอบเดอร์บิน ยกเว้นแผน 4 และ 5 สถานการณ์ที่ 3 

และสถานการณ์ที่ 4 ที่  = 0.05 ไม่มีตัวสถิติทดสอบ

ตัวใดที่มีความสามารถในการควบคุมความน่าจะเป็น

ของความผิดพลาดแบบที่ 1 ตามเกณฑ์ของแบรดลีย์ 

 

Table 6 The test statistics with the ability to control the probability of type I error for randomized 

data with a gamma distribution 
 

Experimental 

designs 

Randomized data with a gamma distribution 

Situation 1: Same averages  

and same variances 

Situation 2: Same averages  

but different variances 

Levels of significance Levels of significance 

0.05 0.10 0.05 0.10 

1 DUN, WD, LSD DUN, WD, LSD None None 

2 WD, LSD, DUB WD, LSD, DUB WD, LSD, DUB WD, LSD, DUB 

3 WD, LSD, DUB 
WD, LSD, CNV, 

DUB, SKM 

WD, LSD, DUB, 

SKM 

WD, LSD, CNV, 

DUB, SKM 

4 None None None None 

5 None None None LSD, DUB 

6 
WD, LSD, CNV, 

DUB 

WD, LSD, CNV, 

DUB, SKM 

WD, LSD, CNV, 

DUB, SKM 

WD, LSD, CNV, 

DUB, SKM 

7 WD, LSD, DUB WD, LSD, DUB WD, LSD, DUB 
WD, LSD, CNV, 

DUB 

8 WD, LSD, DUB WD, LSD, DUB WD, LSD, DUB WD, LSD, DUB 

9 
WD, LSD, CNV, 

DUB 

WD, LSD, CNV, 

DUB 

WD, LSD, CNV, 

DUB, SKM 

WD, LSD, CNV, 

DUB, SKM 
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Table 7 The test statistics with the ability to control the probability of type I error for randomized 

data with a beta distribution 
 

Experimental 

designs 

Randomized data with a beta distribution 

Situation 1: Same averages  

and same variances 

Situation 2: Same averages  

but different variances 

Levels of significance Levels of significance 

0.05 0.10 0.05 0.10 

1 DUN, WD, LSD DUN, WD, LSD WD WD 

2 WD, LSD, DUB WD, LSD, DUB WD, LSD, DUB WD, LSD, DUB 

3 WD, LSD, DUB 
WD, LSD, CNV, 

DUB, SKM 
WD, LSD, DUB 

WD, LSD, CNV, 

DUB, SKM 

4 None None None None 

5 LSD LSD WD, LSD WD, LSD, DUB 

6 
WD, LSD, CNV, 

DUB 

WD, LSD, CNV, 

DUB, SKM 

WD, LSD, CNV, 

DUB, SKM 

WD, LSD, CNV, 

DUB, SKM 

7 WD, LSD, DUB 
WD, LSD, CNV, 

DUB, SKM 
WD, LSD, DUB WD, LSD, DUB 

8 WD, LSD, DUB WD, LSD, DUB WD, LSD, DUB WD, LSD, DUB 

9 
WD, LSD, CNV, 

DUB 

WD, LSD, CNV, 

DUB, SKM 

WD, LSD, CNV, 

DUB 

WD, LSD, CNV, 

DUB, SKM 

 

ตารางท ี ่  7 พบว ่าต ัวสถ ิต ิทดสอบที ่มี

ความสามารถในการควบคุมความน่าจะเป็นของความ

ผิดพลาดแบบที่ 1 ทุกแผน สถานการณ์ที่ 1 คือ ตัวสถิติ

ทดสอบโดยใช้ความแตกต่างที่มีนัยสำคัญน้อยที่สุดของ

ฟิชเชอร์ และสถานการณ์ที ่ 2 คือ ตัวสถิติทดสอบ   

วอลเลอร์-ดันแคน ยกเว้นแผน 4 ไม่มีตัวสถิติทดสอบ

ตัวใดที่มีความสามารถในการควบคุมความน่าจะเป็น

ของความผิดพลาดแบบที่ 1 ตามเกณฑ์ของแบรดลีย์ 

4.2 กำลังการทดสอบ 

ตารางที่ 8 พบว่าตัวสถิติทดสอบที่มีกำลัง

การทดสอบสูงสุด ค ือ ต ัวสถิต ิทดสอบวอลเลอร์ -      

ดันแคน ยกเว้นแผน 4 เนื่องจากไม่มีตัวสถิติทดสอบตัว

ใดที่มีความสามารถในการควบคุมความน่าจะเป็นของ

ความผิดพลาดแบบที่ 1 ตามเกณฑ์ของแบรดลีย์ ผู้วิจัย

จึงไม่นำตัวสถิต ิทดสอบมาเปรียบเทียบกำลังการ

ทดสอบ 
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Table 8 The power of a test of test statistics for randomized data with a normal distribution 
 

Experimental 
designs 

Randomized data with a normal distribution 

Situation 3: Different averages  
but same variances 

Situation 4: Different averages  
and different variances  

Levels of significance Levels of significance 
0.05 0.10 0.05 0.10 

1 WD DUN, WD, LSD DUN DUN 

2 WD WD WD WD 
3 WD WD, CNV WD WD 

4 None None None None 
5 LSD WD LSD WD 

6 WD WD WD WD 
7 WD WD WD WD 

8 WD WD WD WD 
9 WD WD WD WD 

 
Table 9 The power of a test of test statistics for randomized data with a gamma distribution 
 

Experimental 
designs 

Randomized data with a gamma distribution 
Situation 3: Different averages  

but same variances  
Situation 4: Different averages  

and different variances 
Levels of significance Levels of significance 

0.05 0.10 0.05 0.10 

1 WD, LSD WD None None 
2 WD, DUB WD, DUB WD, LSD, DUB WD, LSD, DUB 

3 WD WD, CNV, SKM WD WD, CNV, SKM 
4 None None None None 

5 None None None LSD, DUB 
6 WD WD WD, SKM WD 

7 DUB WD, LSD, DUB WD, LSD, DUB WD, LSD, DUB 
8 WD, LSD, DUB WD, LSD WD, DUB WD, DUB 
9 WD WD WD, SKM WD, LSD, CNV, DUB, SKM 
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ตารางที่ 9 พบว่าตัวสถิติทดสอบที่มีกำลัง
การทดสอบสูงสุด ค ือ ต ัวสถิต ิทดสอบวอลเลอร์ -      
ดันแคน ยกเว้นแผน 4 และ 5 สถานการณ์ที่ 3 และ 4 
ที่  = 0.05 เนื ่องจากไม่มีตัวสถิติทดสอบตัวใดที่มี
ความสามารถในการควบคุมความน่าจะเป็นของความ
ผิดพลาดแบบที่ 1 ตามเกณฑ์ของแบรดลีย์ ผู้วิจัยจึงไม่
นำตัวสถิติทดสอบมาเปรียบเทียบกำลังการทดสอบ 

ตารางที่ 10 พบว่าตัวสถิติทดสอบที่มีกำลัง
การทดสอบสูงสุด ค ือ ต ัวสถิต ิทดสอบวอลเลอร์ -      
ดันแคน ยกเว้นแผน 4 เนื่องจากไม่มีตัวสถิติทดสอบตัว
ใดที่มีความสามารถในการควบคุมความน่าจะเป็นของ
ความผิดพลาดแบบที่ 1 ตามเกณฑ์ของแบรดลีย์ ผู้วิจัย
จึงไม่นำตัวสถิต ิทดสอบมาเปรียบเทียบกำลังการ
ทดสอบ 

 
Table 10 The power of a test of test statistics for randomized data with a beta distribution 
 

Experimental 
designs 

Randomized data with a beta distribution 
Situation 3: Different averages  

but same variances 
Situation 4: Different averages  

and different variances  

Levels of significance Levels of significance 
0.05 0.10 0.05 0.10 

1 WD WD WD WD 
2 DUB DUB WD, DUB WD, DUB 
3 WD CNV, SKM WD, DUB WD, CNV, SKM 
4 None None None None 
5 LSD LSD WD WD, DUB 
6 WD WD WD, SKM WD, SKM 
7 DUB DUB WD, DUB WD, DUB 

8 WD WD WD, DUB WD, DUB 
9 WD WD WD, CNV SKM 

 
5. สรุปและอภิปรายผลการวิจัย 

5.1 สรุป 
การพ ิจารณาถ ึงความสามารถในการ

ควบคุมความน่าจะเป็นของความผิดพลาดแบบที่ 1 
และกำลังการทดสอบของตัวสถิติทดสอบทั้ง 6 การ
ทดสอบ สำหรับแผนแบบการทดลองสุ่มในบล็อกไม่
สมบูรณ์ ในลักษณะของข้อมูลที่สุ่มมาจากประชากรที่มี
การแจกแจงปรกติ การแจกแจงแกมมา และการแจก

แจงบีตาตามที่กำหนด ตัวสถิติทดสอบที่มีประสิทธิภาพ
ในการควบคุมความน่าจะเป็นของความผิดพลาดแบบที่ 
1 ดี และมีกำลังการทดสอบสูงสุดในทุกสถานการณ์
สำหรับตัวสถิติทดสอบอิงพารามิเตอร์ คือ ตัวสถิติ
ทดสอบวอลเลอร์ -ด ันแคน รองลงมา คือ ตัวสถิติ
ทดสอบโดยใช้ความแตกต่างที่มีนัยสำคัญน้อยที่สุดของ
ฟิชเชอร์ และในตัวสถิติทดสอบไม่อิงพารามิเตอร์ คือ 
ตัวสถิติทดสอบเดอร์บิน แต่ถ้าพิจารณาในภาพรวม
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ท ั ้ งหมดของการว ิจ ัยพบว ่าต ัวสถ ิต ิทดสอบท ี ่มี
ประสิทธิภาพดีที่สุด กล่าวคือ มีความสามารถในการ
ควบคุมความน่าจะเป็นของความผิดพลาดแบบที่ 1 ดี
ที่สุดและกำลังการทดสอบสูงที่สุด คือ ตัวสถิติทดสอบ
วอลเลอร์-ดันแคน 

5.2 วิจารณ์ผลการวิจัย 
การวิจัยครั ้งนี ้พบว่าตัวสถิติทดสอบที่มี

ประสิทธิภาพในการควบคุมความน่าจะเป็นของความ
ผิดพลาดแบบที่ 1 ดี และมีกำลังการทดสอบสูงสุดใน
ทุกสถานการณ์ คือ ตัวสถิติทดสอบวอลเลอร์-ดันแคน 
ซึ่งผลการวิจัยนี้สอดคล้องกับผลการวิจัยที่กล่าวว่าเมื่อ
กลุ ่มตัวอย่างมีขนาดไม่เท่ากัน ตัวสถิติทดสอบที่มี
ความสามารถในการควบคุมความน่าจะเป็นของความ
ผิดพลาดแบบที่ 1 ในทุกกรณีและมีกำลังการทดสอบ
ส ูงท ี ่ส ุดในแผนแบบการทดลองส ุ ่มสมบูรณ ์ คือ  
ตัวสถิติทดสอบวอลเลอร์-ดันแคน [3] และในแผนแบบ
การทดลองสุ ่มในบล็อกสมบูรณ์ตัวสถิติทดสอบที่มี
ความสามารถในการควบคุมความน่าจะเป็นของความ
ผิดพลาดแบบที ่  1 ทุกกรณี ค ือ ต ัวสถิต ิทดสอบ       
วอลเลอร์-ดันแคน [9] แต่ไม่สอดคล้องผลงานวิจัยที่
กล ่าวว ่าตัวสถิต ิทดสอบโดยใช้ความแตกต่างที ่มี
นัยสำคัญน้อยที ่สุดของฟิชเชอร์มีกำลังการทดสอบ
สูงสุด [5,6,10] และมีความสามารถในการควบคุม
ความน่าจะเป็นของความผิดพลาดแบบที่ 1 ดีที่สุด [4, 
11-13] ซึ่งผู้วิจัยคาดว่าผลการวิจัยที่ไม่สอดคล้องกัน
อาจเนื่องมาจากแผนแบบการทดลองที่ใช้ในงานวิจัยมี
ความแตกต่างกัน และลักษณะของประชากรที่ใช้ใน
การวิจัยมีความแตกต่างกัน 

5.3 ข้อเสนอแนะ 
5.3.1 การศึกษาครั้งต่อไปอาจขยายแผน

แบบการทดลองสุ่มในบล็อกไม่สมบูรณ์ โดยการเพิ่ม
จำนวนของบล็อกและจำนวนของทรีทเมนต์ที่ใช้ในการ
ทดลอง 

5.3.2 การศึกษาครั้งต่อไปอาจเพิ่มตัวสถิติ
ทดสอบของว ิธ ีการเปร ียบเท ียบพหุค ูณแบบอิง
พารามิเตอร์และไม่อิงพารามิเตอร์การทดสอบอื่น ๆ 
เข้ามาทดสอบ 

5.3.3 ควรศึกษาลักษณะของข้อมูลที่สุ่มมา
จากประชากรที ่ม ีการแจกแจงในรูปแบบอื ่น เช่น 
กำหนดความเบ้และความโด่งของประชากรที่ต้องการ
ศึกษา 
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