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บทคัดย่อ 
งานวิจัยนี้มีวัตถุประสงค์เพื่อเปรียบเทียบประสิทธิภาพของตัวสถิติทดสอบไม่อิงพารามิเตอร์  3 วิธี ส าหรับ

แผนแบบการทดลอง 23 แฟกทอเรียล คือ ตัวสถิติทดสอบผลรวมล าดับที่ การแปลงล าดับที่ และการแปลงล าดับ

ที่อะไลน์ ข้อมูลที่ใช้ในการศึกษาครั้งน้ีเป็นข้อมูลจ าลองตามสถานการณ์ต่าง ๆ ด้วยเทคนิคมอนติคาร์โลท าซ้ า จ านวน 

1,000 ครั้ง ส าหรับข้อมูลในแต่ละสถานการณ์ที่ถูกสร้างจากตัวแบบของแผนแบบการทดลอง 23 แฟกทอเรียล จะมี

ขนาดการท าซ้ าในแต่ละคอมบิเนชันของทรีตเมนต์เป็น 2 , 3, 4, 5 และ 6 ซ้ า ส่วนเกณฑ์การเปรียบเทียบ

ประสิทธิภาพจะพิจารณาจากความสามารถของการควบคุมความผิดพลาดแบบที่ 1 ของแบรดลีย์และก าลังการ

ทดสอบ ผลการวิจัยพบว่าที่ระดับนัยส าคัญ 0.05 ตัวสถิติทดสอบผลรวมล าดับที่ไม่สามารถควบคุมความผิดพลาด

แบบท่ี 1 ในทุกสถานการณ์ ส่วนตัวสถิติทดสอบการแปลงล าดับที่และการแปลงล าดับที่อะไลน์สามารถควบคุมความ

ผิดพลาดแบบที่ 1 ในเกือบทุกสถานการณ์ และจากการเปรียบเทียบก าลังการทดสอบพบว่าตัวสถิติทดสอบการแปลง

ล าดับที่อะไลน์มีร้อยละของค่าประมาณก าลังการทดสอบสูงกว่าหรือเท่ากับตัวสถิติทดสอบการแปลงล าดับที่ในทุก

สถานการณ์

ค าส าคัญ : ตัวสถิติทดสอบไม่อิงพารามิเตอร์; แผนแบบการทดลอง 23 แฟกทอเรียล; ความผิดพลาดแบบที่ 1; ก าลัง

การทดสอบ 
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Abstract 
The objective of this research is to compare the efficiency of the three nonparametric 

statistical tests for 23 factorial experimental design: rank sums test, rank transform test and aligned 
rank transform test. The data in this research is simulated by the Monte Carlo technique and each 
case is replicated 1,000 times. The data is generated from the linear model of 23 factorial 
experimental design. In each treatment combination, it is repeated 2 , 3 , 4 , 5  and 6  times. The 
criteria for comparison are Bradley’s control ability of type I error and power of a test. For the 
results, it is found that at the significant level 0.05, rank sums test cannot control the probability 
of type I error in all cases. However, rank transform test and aligned rank transform test can control 
the probability of type I error in almost every situation. When considering the power of a test, it is 
found that power of a test of aligned rank transform test is greater or equal to that of rank transform 
test for all situations. 
 

Keywords: nonparametric statistic; 23 factorial experimental design; type I error; power of a test 
 
1. บทน า 

แผนแบบการทดลอง (experimental design) 
มีการน าไปประยุกต์ใช้ประโยชน์ในหลาย ๆ ด้าน เช่น 
ด้านวิทยาศาสตร์ ด้านเกษตรกรรม ซึ่งแผนแบบการ
ทดลองทางสถิติมีหลายแบบ เช่น แผนแบบการทดลอง
แฟกทอเรียล เป็นแผนการทดลองที่สนใจศึกษาปัจจัย 
2 ปัจจัยขึ้นไป ที่มีผลต่อตัวแปรตอบสนอง และแต่ละ
ปัจจัยแบ่งออกเป็นระดับ ตัวอย่าง เช่น แผนแบบการ
ทดลอง 2k แฟกทอเรียล (2k factorial experimental 
design) เป็นแผนแบบการทดลองที่สนใจศึกษาปัจจัย
หลัก k ปัจจัยที่มีผลต่อตัวแปรตอบสนอง โดยแต่ละ
ปัจจัยมี 2 ระดับ เช่น แผนแบบการทดลอง 23 แฟกทอ
เรียล (23 factorial experimental design) เป็นแผน
แบบการทดลองแฟกทอเรียล 3 ปัจจัย โดยที่แต่ละ
ปัจจัยมี 2 ระดับ หรืออาจเขียนเป็นแผนแบบการ
ทดลอง 2 x 2 x 2 แฟกทอเรียล (2 x 2 x 2 factorial 
experimental design)  ซึ่งการวิเคราะห์ข้อมูลของ
แผนแบบการทดลองแฟกทอเรียลชนิดนี้จะเป็นการ

วิเคราะห์ข้อมูลแบบสามทาง (three-way analysis) 
นั่นคือ จะสามารถสรุปผลจากการทดสอบสมมุติฐาน
ของปัจจัยหลายปัจจัยที่ศึกษาพร้อมกัน นอกจากนี้
ปัจจัยที่ศึกษาจากแผนแบบการทดลองแฟกทอเรียลนั้น
สามารถศึกษาการมีอิทธิพลร่วมกันระหว่างปัจจัย 

โดยจากการศึกษางานวิจัยที่เกี่ยวข้องพบว่าตัว
สถิติทดสอบไม่อิงพารามิเตอร์ที่ใช้ในแผนแบบการ
ทดลองมีใช้อยู่ไม่มาก โดยในปี พ.ศ. 2552 ชวนี [1] ได้
ศึกษาประสิทธิภาพของตัวสถิติทดสอบส าหรับแผน
แบบแฟกทอเรียลกรณีที่มีตัวแปรร่วม ต่อมาในปี ค.ศ. 
2010 Leys และ  Schumann [2] ได้ ศึ กษาตั วสถิติ
ทดสอบไม่อิงพารามิเตอร์โดยการแปลงเป็นอล าดับที่
ถูกปรับ  (adjusted rank transform test) ส าหรับ
ข้อมูลการทดลองแบบ 2 x 2 แฟกทอเรียล โดยการน า
ข้อมูลมาปรับแล้วจัดล าดับ จากนั้นน าค่าอันดับไป
วิเคราะห์ความแปรปรวน และต่อมาในปี พ.ศ. 2556 
พรนภา [3] ได้ศึกษาเปรียบเทียบก าลังการทดสอบของ
ตัวสถิติทดสอบส าหรับแผนการทดลองแบบ 2  × 2  
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แฟกทอเรียลของตัวสถิติ 3 แบบ คือ ตัวสถิติทดสอบ
เอฟ (F) การแปลงล าดับที่ (rank transform, RT) และ
การแปลงล าดับที่อะไลน์ (aligned rank transform, 
ART) ผลการทดลองพบว่าส าหรับการทดสอบอิทธิพล
หลักของปัจจัย A และ B โดยส่วนใหญ่ตัวสถิติทดสอบ
การแปลงล าดับที ่มีค่าก าลังการทดสอบสูงสุดในกรณีที่
ความคลาดเคลื่อนมีการแจกแจงไคก าลังสองและมีการ
ท าซ้ าตั้งแต่ 5 ซ้ าขึ้นไป ส่วนการทดสอบอิทธิพลร่วม 
AB ตัวสถิติทดสอบการแปลงล าดับท่ีอะไลน์ มีค่าก าลัง
การทดสอบสูงสุด  

การศึกษางานวิจัยที่เกี่ยวข้องพบว่าตัวสถิติ
ทดสอบผลรวมล าดับที่ (rank sums, RS) การแปลง
ล าดับที่ (rank transform, RT) และการแปลงล าดับ
ที่ อะ ไลน์  (aligned rank transform, ART) เป็นตั ว
สถิติทดสอบไม่อิงพารามิเตอร์ที่ เหมาะสมส าหรับ
การศึกษาแผนแบบการทดลอง 23 แฟกทอเรียล ดังนัน้
งานวิจัยครั้งนี้ผู้วิจัยจึงศึกษาเปรียบเทียบประสิทธิภาพ
ของตัวสถิติทดสอบไม่อิงพารามิเตอร ์3 วิธี ส าหรับแผน
แบบการทดลอง 23 แฟกทอเรียล ได้แก่  ตัวสถิติ
ทดสอบผลรวมล าดับที่ การแปลงล าดับที่ และการ
แปลงล าดับที่อะไลน์ โดยเปรียบเทียบความสามารถใน
การควบคุมความผิดพลาดแบบที่ 1 ตามเกณฑ์ของ  
แบรดลีย์ [4] และก าลังการทดสอบ  เปรียบเทียบ
เฉพาะตัวสถิติทดสอบที่สามารถควบคุมความผิดพลาด
แบบที่ 1 เท่านั้น เพื่อศึกษาว่าตัวสถิติทดสอบใดที่
เหมาะสมส าหรับข้อมูลในแต่ละสถานการณ์ ซึ่งข้อมูลที่
ใช้ในการศึกษาเป็นข้อมูลที่ได้จากการจ าลองโดยใช้
เทคนิ คมอนติ ค าร์ โ ล  (Monte Carlo simulation 
technique)  
 

2. ตัวสถิติทดสอบที่ใช้ในงานวิจัย 
งานวิจัยนี้ศึกษาตัวสถิติทดสอบไม่อิงพารา 

มิเตอร์ส าหรับแผนแบบการทดลอง 23 แฟกทอเรียล 

หรือแผนแบบการทดลองแฟกทอเรียล 3 ปัจจัย โดยที่
แต่ละปัจจัยมี 2 ระดับ และอิทธิพลของปัจจัยทั้ง 3 
ปัจจัยเป็นแบบคงที่ (fixed effect) ซึ่งมีตัวแบบเชิงเส้น 
ดังนี ้

( ) ( ) ( )ijkl i j k ij ik
y μ τ β γ τβ τγ βγ= + + + + + +    

( ) ijklijk
τβγ ε+ + ;i, j, k 1,2= ; l 1,2, ,6=  

โดยที่ 
ijkly  คือ ค่าสังเกตของปัจจัย A ระดับที่ 

i ปัจจัย B ระดับที่ j ปัจจัย C ระดับที่ k และการท าซ้ า
ที่ l; μ  คือ ค่าเฉลี่ยทั้งหมดของข้อมูล (grand mean); 

iτ  คือ อิทธิพลของปัจจัย A ระดับที ่i โดยที ่
a

i

i=1

τ 0=

; 
jβ  คือ  อิทธิพลของปั จจั ย  B ระดับที่  j โดยที่  

b

j

j=1

β 0= ; 
kγ  คือ อิทธิพลของปัจจัย C ระดับที่ k 

โดยที่ 
c

k

k=1

γ 0= ; ( )
ij

τβ  คือ อิทธิพลร่วมระหว่าง

ปั จ จั ย  A ร ะ ดั บ ที่  i ปั จ จั ย  B ร ะ ดั บ ที่  j โ ด ยที่  

( )
a b

ij
i=1 j=1

τβ 0= ; ( )
ik

τγ  คือ อิทธิพลร่วมระหว่าง

ปั จ จั ย  A ร ะดั บที่  i ปั จ จั ย  C ร ะดั บที่  k โ ดยที่  

( )
a c

ik
i=1 k=1

τγ 0= ; ( )
jk

βγ  คือ อิทธิพลร่วมระหว่าง

ปั จ จั ย  B ร ะ ดั บ ที่  j ปั จ จั ย  C ร ะ ดั บ ที่  k โ ด ยที่  

( )
b c

jk
j=1 k=1

βγ 0= ; ( )
ijk

τβγ  คือ อิทธิพลร่วมระหว่าง

ปัจจัย A ระดับที่ i ปัจจัย B ระดับที่ j ปัจจัย C ระดับที่ 

k โดยที่ ( )
a b c

ijk
i=1 j=1 k=1

τβγ 0= ; 
ijklε  คือ ความคลาด

เคลื่อนเชิงสุ่ม (random error) โดยที่ ( )
iid

2

ijε N 0,σ  
และมีสมมุติฐานว่าง ( )0H  และสมมุติฐาน

ทางเลือก ( )aH  ดังนี ้
(1) ทดสอบอิทธิพลร่วมระหว่างปัจจัย A, B 

และ C  

( ) ( ) ( )0 111 112 121
H : τβγ τβγ τβγ ...= = =  

( ) ( )
221 222

τβγ τβγ 0= = =  
( )a ijk

H : τβγ 0 ; i, j, k ; i, j, k 1, 2=  
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(2) ทดสอบอิทธิพลร่วมระหว่างปัจจัย A 

และ B 

( ) ( ) ( ) ( )0 11 12 21 22
H : τβ τβ τβ τβ 0= = = =  

( )a ij
H : τβ 0  ; i, j  ; i, j 1, 2=  

(3) ทดสอบอิทธิพลร่วมระหว่างปัจจัย A 

และ C 

( ) ( ) ( ) ( )0 11 12 21 22
H : τγ τγ τγ τγ 0= = = =  

( )a ik
H : τγ 0  ; i,k ;i,k 1,2=   
(4) ทดสอบอิทธิพลร่วมระหว่างปัจจัย B 

และ C 

( ) ( ) ( ) ( )0 11 12 21 22
H : βγ βγ βγ βγ 0= = = =  

( )a jk
H : βγ 0  ; j, k ; j, k 1, 2=  

(5) ทดสอบอิทธิพลหลักของปัจจัย A 

0 1 2H : τ τ 0= =  

a iH : τ 0  ; i  ;i 1, 2=   
(6) ทดสอบอิทธิพลหลักของปัจจัย B 

0 1 2H : β β 0= =  

a jH :β 0  ; j  ; j 1, 2=  
(7) ทดสอบอิทธิพลหลักของปัจจัย C 

0 1 2H : γ γ 0= =  

a kH : γ 0  ; k  ;k 1,2=   
ตัวสถิติทดสอบที่ใช้ในงานวิจัยนี้ ประกอบด้วย 
2.1 ตัวสถิติทดสอบผลรวมล าดับที่ (rank 

sums, RS) 
 เสนอโดย Dunn [5] ซึ่งต่อมา Kao [6] ได้

ศึกษาตัวสถิติทดสอบ RS ซึ่งเป็นตัวสถิติทดสอบไม่อิง
พารามิเตอร์ที่ใช้ทดสอบสมมุติฐาน ส าหรับแผนแบบ
การทดลอง 23 แฟกทอเรียล โดยการแปลงข้อมูลตัว
แปรตอบสนองเป็นข้อมูลอันดับที่ (ordinal data) ซึ่ง
ในกรณีที่ค่าของตัวแปรตอบสนองเท่ากันให้ใช้อันดับ
เฉลี่ยแทน ค านวณได้ ดังนี้ 

ตัวสถิติทดสอบ m

m
2

m

y
p

σ
=  

โดยที่ m  คือ อิทธิพลของปัจจัย ABC,AB,AC,BC,A,B   

และ C ;  ABC 121. 211. 112. 222. 111. 221. 122. 212.

1
y T T T T T T T T ;

4n
= + + + − − − −  

 AB 12k. 21k. 11k. 22k.

1
y T T T T ;

4n
= + − −  BC i12. i21. i11. i22.

1
y T T T T ;

4n
= + − −

 AC 1i2. 2i1. 1i1. 2i2.

1
y T T T T ;

4n
= + − −  

A 1jk. 2jk.

1
y T T ;

4n
 = −   

 B i1k. i2k.

1
y T T ;

4n
= −  

C ij1. ij2.

1
y T T ;

4n
 = −   

ijk.T  คือ ผลรวมข้อมูลอันดับของตัวแปรตอบสนอง

ปัจจัย A  ระดับที่ i  ปัจจัย B  ระดับที่ j  ปัจจัย C

ระดับที่ k  เมื่อ i, j, k 1,2=  

( ) ( )

( )

r
3

s s
2 s=1

m

t tN N 1 1 1
σ ;

12 12 N 1 4n 4n

 −+   
= − +   −   
 

3N 2 n;=  n 2,3,4,5= และ 6 ; r  คือ จ านวนของ

ปัจจัย; 
st  คือ ระดับที่ของแต่ละปัจจัย 

โดยปฏิเสธสมมุติฐานว่าง เมื่อตัวสถิติทดสอบ 

mp  ไม่อยู่ในช่วง 
( ) ( )
α α

1 1
2 q 2 q

Z , Z
− −

 
− 
  

 โดยที่ q  คือ จ านวน

อิทธิพลต่าง ๆ ทั้งหมดของ 3 ปัจจัย จ านวน 7 อิทธิพล 

ได้แก่ ABC,AB,AC,BC,A,B  และ C  นั่นคือ จะ

ปฏิเสธ 
0H  ถ้า 

mp  ไม่อยู่ในช่วง 
( )( ) ( )( )
0.05 0.05

1 1
2 7 2 7

Z , Z
− −

 
− 
  

   0.9964 0.9964Z , Z 2.69,2.69= − = −  

2.2 ตัวสถิติทดสอบการแปลงล าดับที่ (rank 

transform, RT) 

เสนอโดย Akritas และคณะ [7] เป็นตัว
สถิติทดสอบไม่อิงพารามิเตอร์ที่ใช้ทดสอบสมมุติฐาน 

โดยการแปลงข้อมูลตัวแปรตอบสนองเป็นข้อมูลอันดับ
ที่ ซึ่งในกรณีที่ค่าของตัวแปรตอบสนองเท่ากันให้ใช้

อันดับที่เฉลี่ยแทน สามารถค านวณตัวสถิติทดสอบ 

กรณีทั่วไปดังน้ี 

ตัวสถิติทดสอบ ( ) ( )
m m

1

m C m m C
ˆ ˆ ˆQ C  = NT C VC T

−

   

โดยที่ m  คือ อิทธิพลของปัจจัย ABC,AB,AC,BC,A,B   
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และ C ; 3N 2 n;=  ( )
m

111. abc.C m

1
T̂ C R ,...,R ;

N


=  

ABC a b cC M M M ;=  
1

AB a b cC M M c 1 ;− =    
1

AC a b cC M b 1 M ;− =   1

BC a b cC a 1 M M ;− =  

1 1

A a b cC M b 1 c 1 ;− − =   1 1

B a b cC a 1 M c 1 ;− − =  

1 1

C a b cC a 1 b 1 M ;− − =     d d-1 d-1M 1 I ;= −  

( )

d-1

d-1 1

1

1
1 ;

1


 
 
 =
 
 
 

 
d-1I  คือ เมทริกซ์เอกลักษณ์ขนาด 

( ) ( )d-1 d-1 ; d  คือ จ านวนระดับของปัจจัยหลัก

A,B และ C ; ซึ่งในที่นี้ ระดับของแต่ละปัจจัย A,B

และ C  เท่ ากับ  2  ดั งนั้ น  d 2=  และ  
d-11 1;=  

d-1I 1=  จึงท าให้  dM 1 1= −  ในท านองเดียวกัน 

a bM , M และ 
cM  เท่ากับ  1 1−  ด้วย 

22

abc111

111 abc

σσ
V̂ diag , , ;

ˆ ˆλ λ

 
=  

 
 

 
( )

( )

ijkn
2

ijk.ijkl
2 k=1

ijk 2

ijk

R R

σ̂ ;
N n 1

−

=
−



ijk

ijk

n
λ̂ ;

N
=  ijk.R  คือ ค่าเฉลี่ยข้อมูลอันดับของตัว

แปรตอบสนองปัจจัย A ระดับที่ i  ปัจจัย B ระดับที่ 

j  ปัจจัย C ระดับที่ k  เมื่อ i,j,k 1, 2=  
เมื่อ ( )mQ C  มีการแจกแจงไคก าลังสองที่มี

องศาเสรีเท่ากับ r  เมื่อ r  คือ  ( )mrank C  
ดังนั้น จะปฏิเสธสมมุติฐานว่าง เมื่อตัวสถิติ

ทดสอบ ( )mQ C  มากกว่า 2

rχ  ซึ่งในท่ีนี้ คือ ( )mQ C  
มากกว่า 2

1χ 3.84=  
2.3 ตัวสถิติทดสอบการแปลงล าดับที่อะไลน์ 

(aligned rank transform, ART) 
 เสนอโดย Wobbrock และคณะ [8] เป็น

ตัวสถิติทดสอบไม่อิงพารามิเตอร์ที่ใช้ทดสอบสมมุติฐาน 
มีขั้นตอนการค านวณ ดังน้ี 

ขั้ น ต อ น ที่  1 ค า น ว ณ ค่ า ส่ ว น เ ห ลื อ 
(residual) ดังนี ้ 

ค่าส่วนเหลือ  =  
ijkly −  cell mean 

โดยที่ 
ijkly  คือ ตัวแปรตอบสนองจากปัจจัยปัจจัย A  

ระดับที่ i  ปัจจัย B  ระดับที่ j  ปัจจัย C  ระดับที่ k  

และ ท าซ้ าที่ l ; cell mean คือ ค่าเฉลี่ยของตัวแปร
ตอบสนองในแต่ละระดับของปัจจัย 

ขั้นตอนที่ 2 ค านวณค่าอิทธิพลของปัจจัย 

ดังนี ้ก าหนดให้ 
i i...A y ;=    

j .j..
B y ;=    

k ..k.C y ;=    

i j ij..
A B y ;=  

i k i.k.A C y ;=  
j k .jk.

B C y ;=   
i j k ijk.

A B C y=  
(1) ค านวณค่าอิทธิพลหลักของปัจจัย 

คือ ปัจจัย A,B และ C ดังนี้ 
i i... i... i...A y y y ;− = −

j i... .j.. i...
B y y y ;− = −  

k i... ..k. i...C y y y− = −   
(2) ค านวณค่าอิทธิพลร่วมของ 2 ปัจจัย 

คือ AB,AC และ BC ดังนี้  
i j i j ....

A B A B y− − +  

=   
ij.. i... .j.. ....

y y y y ;− − +  
i k i k ....A C A C y− − +

=   
i.k. i... ..k. ....y y y y ;− − +  

j k j k ....
B C B C y− − +

=   
.jk. .j.. ..k. ....

y y y y− − +  
(3) ค านวณค่าอิทธิพลร่วมของ 3 

ปัจจัย คือ ABCดังนี ้
i j k i j i k j kA B C A B A C B C− − −

i j k .... ijk. ij.. i.j. .jk. i...
A  +B C y y y y y y+ + − = − − − +  

.j.. ..k. ....
y y y+ + − โดยที่ 

....y  คือ ค่าเฉลี่ยของตัวแปร

ตอบสนองทั้งหมด โดยที่แต่ละปัจจัยของ A,B และ 

C มี 2 ระดับ ; 
ijk.

y  คือ ค่าเฉลี่ยของข้อมูลของตัวแปร

ตอบสนองปัจจัย A ระดับที่  i  ปัจจัย B  ระดับที่ j  

ปั จ จั ย  C ร ะ ดั บ ที่  k  เ มื่ อ  i, j, k 1,2= ; 
ij..

y  คื อ 

ค่าเฉลี่ยของข้อมูลของตัวแปรตอบสนองปัจจัย A ระดับ

ที่  i  ปัจจั ย B  ระดับที่ j  เมื่ อ  i, j 1, 2= ; 
i.k.y  คือ 

ค่าเฉลี่ยของข้อมูลของตัวแปรตอบสนองปัจจัย A ระดับ

ที่  i ปัจจั ย  C ระดับที่  k เมื่ อ  i,k 1,2= ; 
.jk.

y  คือ 

ค่าเฉลี่ยของข้อมูลของตัวแปรตอบสนองปัจจัย B  
ระดับที่ j  ปัจจัย C ระดับที่ k เมื่อ j, k 1,2= ; 

i...y  
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คือ ค่าเฉลี่ยของข้อมูลของตัวแปรตอบสนองปัจจัย A

ระดับที่ i  เมื่อ i 1, 2= ; 
.j..

y  คือ ค่าเฉลี่ยของข้อมูล

ของตัวแปรตอบสนองปัจจัย B  ระดับที่ j  เมื่อ j 1, 2=

; 
..k.y  คือ ค่าเฉลี่ยของข้อมูลของตัวแปรตอบสนอง

ปัจจัย C ระดับที่ k  เมื่อ k 1,2=  
ขั้นตอนที่ 3 ค านวณค่าตัวแปรตอบสนอง

อะไลน์ (aligned response) หรือ 
ijkly  โดยที่ 

ijkly =

ค่าส่วนเหลือ + ค่าอิทธิพลของปัจจัย 

ขั้นตอนที่ 4 น า 
ijkly  มาจัดอันดับที่ข้อมูล 

ถ้าข้อมูลมีค่าซ้ ากัน ให้ใช้อันดับที่เฉลี่ย 
ขั้นตอนท่ี 5 น าอันดับที่จากข้ันตอนท่ี 4 มา

วิเคราะห์ความแปรปรวนของอิทธิพลหลักและอิทธิพล

ร่วมของ A,B และ C  
 

3. วิธีการด าเนินการวิจัย 

3.1 จ าลองข้อมูลตามสถานการณ์ต่าง ๆ ด้วย
เทคนิคมอนติคาร์โลโดยท าซ้ า 1,000 ครั้ง ในแต่ละ
สถานการณ์ด้วยโปรแกรม SAS เวอร์ชัน 9.4 ภายใต้
สถานการณ์ ดังนี ้

3.1.1 การแจกแจงของความคลาดเคลื่อน
เชิงสุ่มทั้งหมด 2 ลักษณะ คือ เป็นจ านวนเต็มที่อยู่
ในช่วง [0, 99] เมื่อสมุมติฐานว่างเป็นจริง และช่วง 
[40, 49] เมื่อสมมุติฐานว่างไม่เป็นจริง 

3.1.2 ก าหนดขนาดตัวอย่างจากจ านวน
ครั้งของการท าซ้ าในแต่ละคอมบิเนชันของทรีตเมนต์

ของปัจจัย A,B และ C  ส าหรับแผนแบบการทดลอง
แฟกทอเรียล 3 ปัจจัย โดยที่แต่ละปัจจัยมี 2 ระดับ มี
การท าซ้ าเป็น 2, 3, 4, 5 และ 6 ซ้ า รวม 5 ลักษณะ 

3.1.3 ในแต่ละการแจกแจงและขนาด
ตัวอย่าง ก าหนดให้ค่าเฉลี่ยทั้งหมดของข้อมูลเท่ากับ 1 

และอิทธิพลของปัจจัยเป็นแบบคงที่ โดยที่ 
a

i

i=1

τ 0,=

( ) ( )
b c a b a c

j k ij ik
j=1 k=1 i=1 j=1 i=1 k=1

β 0, γ 0, τβ 0, τγ 0,= = = =        

( )
b c

jk
j=1 k=1

βγ 0=  และ ( )
b c c

jik
j=1 k=1 k=1

τβγ 0=  ซึ่งจะ

แบ่งเป็น 2 กรณี ดังนี้ 
(1)  เมื่อสมมุติฐานว่างเป็นจริง ก าหนด

ค่าพารามิเตอร์ส าหรับอิทธิพลของปัจจัย A,B และ 

Cดังนี้ ก าหนดให้ 
i jτ 0, β 0= =  และ 

kγ 0=  โดย

ที่ i, j, k 1,2=  
(2)  เมื่ อสมมุติ ฐานว่ างไม่ เป็นจริ ง 

ก าหนดค่าพารามิเตอร์ส าหรับอิทธิพลของปัจจัย A,B

และ C แบ่งเป็น 3 กรณี ดังนี้ 

(2.1) 
1 2τ 1, τ 1;= − =  

1 2β 2, β 2= − =  

และ 
1 2γ 3, γ -3= =   

(2.2)  
1 2τ 1, τ 1;= − =  

1 2β 2, β 2= − =  

และ 
1 2γ 5, γ 5= = −  

(2.3)  
1 2τ 1, τ 1;= − =  

1 2β 3, β 3= = −  

และ 
1 2γ 5, γ 5= − =    

3.1.4 จ าลองข้อมูลให้เป็นไปตามแผนแบบ
การทดลองแฟกทอเรียล 3 ปัจจัย โดยที่แต่ละปัจจัยมี 
2 ระดับ ซึ่งมีตัวแบบเชิงเส้น [9] ดังนี ้

ijkl i jy μ τ β= + +  

( ) ( ) ( ) ( )k ijklij ik jk ijk
γ τβ τγ βγ τβγ ε+ + + + + +    

;i, j, k 1,2=  ; l 1,2, ,6=  

3.2 น าข้อมูลที่ได้จากการจ าลองไปค านวณ

ค่าตัวสถิติทดสอบทั้ง 3 วิธี 

3.3 ค านวณค่าประมาณความน่าจะเป็นของ
ความผิดพลาดแบบที่ 1 โดย ค่าประมาณความน่าจะ
เป็นของความผิดพลาดแบบที่  1 = (จ านวนครั้งที่
ปฏิเสธ 0H  เมื่อ 0H  เป็นจริง) ÷ 1,000; ร้อยละของ



ปีที่ 27 ฉบับที ่4 กรกฎาคม - สิงหาคม 2562                                                               วารสารวิทยาศาสตร์และเทคโนโลย ี

 607 

ค่าประมาณก าลังการทดสอบ = [(จ านวนครั้งที่ปฏิเสธ   
เมื่อ   เป็นจริง) ÷ 1,000] x 100 

การเปรียบเทียบก าลังการทดสอบ จะพิจารณา
จากร้อยละของค่าประมาณก าลังการทดสอบของตัว
สถิติทดสอบ ซึ่งจะพิจารณาเฉพาะตัวสถิติทดสอบที่
สามารถควบคุมความผิดพลาดแบบที่ 1 เท่านั้น โดยที่
ตัวสถิติทดสอบใดที่มีค่าก าลังการทดสอบสูงกว่า แสดง
ว่าตัวสถิติทดสอบนั้นมีประสิทธิภาพที่ดีกว่า และจะ
สรุปผลการศึกษา 
 

4. ผลการวิจัย 
4.1 ความน่าจะเป็นของความผิดพลาดแบบ

ที่ 1 
 โดยเกณฑ์ของแบรดลีย์ ตัวสถิติทดสอบ 

ใด ๆ จะสามารถควบคุมความผิดพลาดแบบที่ 1 ถ้าตัว
สถิติทดสอบนั้นมีค่าประมาณความน่าจะเป็นของความ
ผิดพลาดแบบที่  1 อยู่ ในช่วง [0.025, 0.075] และ
ผลการวิจัยจากตารางที่ 1 แสดงให้เห็นว่าตัวสถิติ
ทดสอบผลรวมล าดับที่  ไม่สามารถควบคุมความ
ผิดพลาดแบบท่ี 1 ในทุกสถานการณ์ 

ตัวสถิติทดสอบการแปลงล าดับที่ สามารถ
ควบคุมความผิดพลาดแบบที่ 1 เกือบทุกสถานการณ์ 
ยกเว้นการทดสอบอิทธิพลของปัจจัยต่าง ๆ ที่ N = 16 
และการทดสอบอิทธิพลร่วม BC ที่ N = 24  
 
ตารางที่ 1  ค่าประมาณความน่าจะเป็นของความ

ผิดพลาดแบบที่ 1 ของตัวสถิติทดสอบ 
RS, RT และ ART  

 

อิทธิพล N 
ตัวสถิติทดสอบ 

RS RT ART 

A 
16 0.003 0.099 0.071* 
24 0.006 0.067* 0.047* 
32 0.006 0.069* 0.059* 

40 0.009 0.049* 0.044* 
48 0.007 0.049* 0.055* 

 

B 

16 0.006 0.108 0.079 

24 0.008 0.059* 0.043* 
32 0.004 0.057* 0.042* 
40 0.005 0.065* 0.052* 
48 0.008 0.065* 0.055* 

C 

16 0.004 0.082 0.061* 
24 0.007 0.074* 0.062* 

32 0.008 0.064* 0.057* 
40 0.005 0.061* 0.047* 
48 0.004 0.061* 0.052* 

AB 

16 0.006 0.087 0.060* 
24 0.009 0.071* 0.054* 

32 0.006 0.069* 0.059* 
40 0.004 0.069* 0.051* 

48 0.002 0.069* 0.035* 

AC 

16 0.007 0.098 0.060* 

24 0.003 0.059* 0.078 
32 0.004 0.076 0.054* 

40 0.010 0.065* 0.057* 
48 0.008 0.065* 0.099 

BC 

16 0.004 0.090 0.060* 

24 0.007 0.080 0.059* 
32 0.005 0.053* 0.048* 
40 0.004 0.052* 0.046* 
48 0.016 0.052* 0.062* 

ABC 

16 0.002 0.092 0.060* 
24 0.006 0.075* 0.078 

32 0.008 0.065* 0.054* 
40 0.004 0.046* 0.057* 
48 0.011 0.046* 0.099 
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*ตัวสถิติทดสอบที่สามารถควบคุมความผิดพลาดแบบ
ที่ 1 

และตั วสถิติ ทดสอบการแปลงล าดับ
ที่อะไลน์ สามารถควบคุมความผิดพลาดแบบท่ี 1 เกือบ
ทุกสถานการณ์เช่นเดียวกับตัวสถิติทดสอบการแปลง
ล าดับที่ ยกเว้นการทดสอบอิทธิพลหลักของปัจจัย B ที่ 
N = 16 และการทดสอบอิทธิพลร่วม AC และ ABC ที่ 
N = 24 และ 48 

4.2 ก าลังการทดสอบ  
 การเปรียบเทียบก าลังการทดสอบนี้จะ

เปรียบเทียบระหว่างตัวสถิติทดสอบ 2 วิธี คือ การ
แปลงล าดับที่และการแปลงล าดับที่อะไลน์ ที่สามารถ
ควบคุมความผิดพลาดแบบที่ 1  ซึ่งผลการเปรียบเทียบ
พบว่าเมื่อทดสอบอิทธิพลหลักท้ัง 3 กรณี คือ กรณีที่ 1; 

1 2τ 1, τ 1;= − =  
1 2β 2, β 2= − =  แ ล ะ 

1 2γ 3, γ -3= =  ก ร ณี ที่  2; 
1 2τ 1, τ 1;= − =  

1 2β 2, β 2= − =  และ 
1 2γ 5, γ 5= = −  และกรณีที่ 3; 

1 2τ 1, τ 1;= − =  
1 2β 3, β 3= = −  และ 

1 2γ 5, γ 5= − =  
พบว่าส าหรับการทดสอบอิทธิพลหลัก A, B และ C ตัว
สถิติทดสอบการแปลงล าดับที่อะไลน์ มีร้อยละของ
ค่าประมาณก าลังการทดสอบสูงกว่าตัวสถิติทดสอบ
การแปลงล าดับที่ ซึ่งตัวสถิติทดสอบการแปลงล าดับที่
และการแปลงล าดับที่อะไลน ์มีร้อยละของค่าประมาณ
ก าลังการทดสอบของการทดสอบอิทธิพลหลักของ
ปัจจัย C มากที่สุด รองลงมา คือ การทดสอบอิทธิพล
หลักของปัจจัย B และการทดสอบอิทธิพลหลักของ
ปัจจัย A มีร้อยละของค่าประมาณก าลังการทดสอบ
น้อยที่สุด ดังแสดงในตารางที่ 2 และรูปที่ 1 ถึง 3 

กรณีการทดสอบอิทธิพลร่วม 2 ปัจจัยทั้ง 3 
กรณี พบว่าการทดสอบอิทธิพลร่วม AB, AC และ BC 
ตัวสถิติทดสอบการแปลงล าดับที่อะไลน์ มีร้อยละของ
ค่าประมาณก าลังการทดสอบมากกว่าหรือเท่ากับตัว

สถิติทดสอบการแปลงล าดับที่ โดยที่ตัวสถิติทดสอบ
การแปลงล าดับที่ มีร้อยละของค่าประมาณก าลังการ
ทดสอบของการทดสอบอิทธิพลร่วม BC มากที่สุดและ
สูงสุดร้อยละ 100 ในทุกสถานการณ์ ยกเว้นกรณีที่ 1 
ส าหรับ N = 16  รองลงมาคือ การทดสอบอิทธิพลร่วม 
AC และการทดสอบอิทธิพลร่วม AB มีร้อยละของ
ค่าประมาณก าลังการทดสอบน้อยที่สุด ส่วนตัวสถิติ
ทดสอบการแปลงล าดับที่อะไลน์  มีร้อยละของค่า 
ประมาณก าลังการทดสอบสูงสุดร้อยละ 100 ในเกือบ
ทุกสถานการณ์ ยกเว้นการทดสอบของอิทธิพลร่วม AB 
กรณีที่ 1 และ 2 ส าหรับทุกขนาดตัวอย่าง และกรณีที่ 
3 ส าหรับ N = 16 และ 24 

และกรณีการทดสอบอิทธิพลร่วม 3 ปัจจัย
ทั้ง 3 กรณี พบว่าตัวสถิติทดสอบการแปลงล าดับที่และ
การแปลงล าดับที่อะไลน์ มีร้อยละของค่าประมาณ
ก าลังการทดสอบอิทธิพลร่วม ABC สูงสุดร้อยละ 100 
ในทุกสถานการณ์ 
 

5. สรุป 
การเปรียบเทียบประสิทธิภาพของตัวสถิติ

ทดสอบไม่อิงพารามิเตอร์ส าหรับแผนแบบการทดลอง 
23 แฟกทอเรียลในงานวิจัยนี้ พบว่าตัวสถิติทดสอบ
ผลรวมล าดับที่ไม่สามารถควบคุมความผิดพลาดแบบที่ 
1 ในทุกสถานการณ์ จึงไม่น ามาเปรียบเทียบร้อยละ
ของค่าประมาณก าลังการทดสอบกับตัวสถิติทดสอบ 

การแปลงล าดับที่และการแปลงล าดับที่อะไลน์     
ส่วนตัวสถิติทดสอบการแปลงล าดับที่และการแปลง
ล าดับที่อะไลน์ สามารถควบคุมความผิดพลาดแบบที่ 1 
ค่อนข้างดีในเกือบทุกสถานการณ์ จึงน ามาเปรียบเทียบ
ร้อยละของค่าประมาณก าลังการทดสอบ และพบว่า 
กรณีการทดสอบอิทธิพลหลัก A, B และ C ตัวสถิติ
ทดสอบการแปลงล าดับที่อะไลน์มีร้อยละของค่า 
ประมาณก าลังการทดสอบสูงกว่าตัวสถิติทดสอบการ
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แปลงล าดับที่ในทุกสถานการณ์ และเนื่องจากทั้ง 3 
กรณีมีการก าหนดอิทธิพลของปัจจัย C สูงที่สุด รองลง
ตารางที่ 2  ค่าร้อยละของค่าประมาณก าลังการทดสอบของตัวสถิติทดสอบ RT และ ART 
 

อิทธิพล N 
กรณีที่ 1 กรณีที่ 2 กรณีที่ 3 

RT ART RT ART RT ART 

A 

16 3.60 22.00 0.00 22.00 0.00 22.00 
24 2.00 31.90 0.00 31.90 0.00 31.90 
32 2.20 42.90 0.00 42.90 0.00 42.90 
40 3.70 51.50 0.00 51.50 0.00 51.50 
48 4.60 59.30 0.00 59.30 0.00 59.30 

B 

16 12.10 67.10 10.50 67.10 10.70 95.50 
24 9.70 90.10 6.90 90.10 6.70 99.90 
32 9.30 94.20 7.70 94.20 7.90 100.00 
40 11.10 97.80 6.50 97.80 6.90 100.00 
48 11.40 99.30 6.20 99.30 5.50 100.00 

C 

16 21.00 96.80 25.20 100.00 23.90 100.00 
24 27.00 99.90 31.10 100.00 24.20 100.00 
32 34.40 100.00 38.10 100.00 34.70 100.00 
40 39.30 100.00 43.10 100.00 44.30 100.00 
48 46.10 100.00 50.00 100.00 51.30 100.00 

AB 

16 12.30 64.90 10.80 64.90 10.50 95.70 
24 9.80 85.70 7.00 85.70 6.60 99.70 
32 10.70 94.00 7.70 94.00 7.70 100.00 
40 11.40 98.00 6.90 98.00 7.00 100.00 
48 11.20 99.50 6.10 99.50 6.00 100.00 

AC 

16 21.70 100.00 24.50 100.00 23.90 100.00 
24 21.10 100.00 25.80 100.00 30.00 100.00 
32 33.20 100.00 36.40 100.00 35.80 100.00 
40 40.90 100.00 47.20 100.00 41.10 100.00 
48 49.30 100.00 54.40 100.00 48.50 100.00 

BC 

16 99.90 100.00 100.00 100.00 100.00 100.00 
24 100.00 100.00 100.00 100.00 100.00 100.00 
32 100.00 100.00 100.00 100.00 100.00 100.00 
40 100.00 100.00 100.00 100.00 100.00 100.00 
48 100.00 100.00 100.00 100.00 100.00 100.00 

ABC 
16 100.00 100.00 100.00 100.00 100.00 100.00 
24 100.00 100.00 100.00 100.00 100.00 100.00 
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32 100.00 100.00 100.00 100.00 100.00 100.00 
40 100.00 100.00 100.00 100.00 100.00 100.00 
48 100.00 100.00 100.00 100.00 100.00 100.00 
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รูปที่ 1  การเปรียบเทียบค่าประมาณก าลังการทดสอบของตัวสถิติทดสอบ RT และ ART เมื่อค่าพารามิเตอร์ส าหรับ

อิทธิพลของปัจจัย A, B และ C คือ 
1 2τ 1, τ 1;= − =  

1 2β 2, β 2= − =  และ 
1 2γ 3, γ -3= =    
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รูปที่ 2  การเปรียบเทียบค่าประมาณก าลังการทดสอบของตัวสถิติทดสอบ RT และ ART เมื่อค่าพารามิเตอร์ส าหรับ

อิทธิพลของปัจจัย A, B และ C คือ 
1 2τ 1, τ 1;= − =  

1 2β 2, β 2= − =  และ 
1 2γ 5, γ 5= = −  
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รูปที่ 3  การเปรียบเทียบค่าประมาณก าลังการทดสอบของตัวสถิติทดสอบ RT และ ART เมื่อค่าพารามิเตอร์ส าหรับ

อิทธิพลของปัจจัย A, B และ C คือ 
1 2τ 1, τ 1;= − =  

1 2β 3, β 3= = −  และ 
1 2γ 5, γ 5= − =  

รองลงมา คือ B และ A ตามล าดับ ดังนั้นจึงท าให้ร้อย
ละของค่าประมาณก าลังการทดสอบของการทดสอบ
อิทธิพลหลักของปัจจัย C มีค่าสูงที่สุด รองลงมาคือ B 
และ A ตามล าดับ 

กรณีทดสอบอิทธิพลร่วม 2 ปัจจัย ทั้ง 3 กรณี 
พบว่าในการทดสอบอิทธิพลร่วม AB, AC และ BC ตัว
สถิติทดสอบการแปลงล าดับที่อะไลน์นั้น   มีร้อยละ
ของค่าประมาณก าลังการทดสอบสูงกว่าหรือเท่ากับตัว
สถิติทดสอบการแปลงล าดับที่ในทุกสถานการณ์ และ
ส่วนใหญ่พบว่าเมื่อขนาดตัวอย่างมีขนาดใหญ่ขึ้น ค่า
ร้อยละของค่าประมาณก าลังการทดสอบมีแนวโน้ม
สูงขึ้น 

และกรณีทดสอบอิทธิพลร่วม 3 ปัจจัย ทั้ง 3 
กรณี พบว่าตัวสถิติทดสอบการแปลงล าดับที่และการ
แปลงล าดับท่ีอะไลน์ให้ค่าร้อยละของค่าประมาณก าลัง
การทดสอบส าหรับอิทธิพลร่วม ABC เท่ากันและมี
ค่าสูงสุดร้อยละ 100 ในทุกสถานการณ์ 
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