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บทคัดย่อ 
งานวิจัยนี้มีวัตถุประสงค์เพื่อเปรียบเทียบประสิทธิภาพตัวสถิติทดสอบ 4 วิธี ส าหรับการแจกแจงปรกติหลาย

ตัวแปร คือ ตัวสถิติทดสอบของ Mardia ตัวสถิติทดสอบของ Mardia และ Kent ตัวสถิติทดสอบของ Koizumi และ

คณะ และตัวสถิติทดสอบของ Hanusz และ Tarasinska เมื่อก าหนดให้จ านวนตัวแปร (p) ส าหรับการแจกแจง

หลายตัวแปรเท่ากับ 3 และก าหนดเมทริกซ์ความแปรปรวนร่วม 3 ระดับ โดยขนาดตัวอย่าง (n) ที่ศึกษา คือ 20, 30, 

50, 70, 100, 150 และ 200 ข้อมูลที่ใช้ในการศึกษาครั้งนี้ได้มาจากการจ าลองด้วยเทคนิคมอนติคาร์โลจ านวน 126 

สถานการณ์ และมีการท าซ้ า 2,000 ครั้ง ในแต่ละสถานการณ์ เกณฑ์การเปรียบเทียบประสิทธิภาพจะพิจารณาจาก

ก าลังการทดสอบเฉพาะตัวสถิติทดสอบทีส่ามารถควบคุมความผิดพลาดแบบที่ 1 ได้เท่าน้ัน ผลการวิจัยพบว่าที่ระดับ

นัยส าคัญ 5 % ตัวสถิติทดสอบของ Mardia และตัวสถิติทดสอบของ Mardia และ Kent ส่วนใหญ่มีความสามารถใน

การควบคุมความผิดพลาดแบบที่ 1 ในกรณีขนาดตัวอย่างใหญ่ ส่วนตัวสถิติทดสอบของ Koizumi และคณะ และตัว

สถิติทดสอบของ Hanusz และ Tarasinska มีความสามารถในการควบคุมความผิดพลาดแบบที่ 1 ทุกสถานการณ์ 

นอกจากนี้เมื่อพิจารณาเปรียบเทียบก าลังการทดสอบ พบว่าตัวสถิติทดสอบของ Koizumi และคณะ มีก าลังการ

ทดสอบสูงที่สุดในการแจกแจงทีหลายตัวแปร df = 2 และ 4 การแจกแจงล็อกปรกติหลายตัวแปรและการแจกแจง

โคชหีลายตัวแปรทุกสถานการณ์

ค าส าคัญ : ตัวสถิติทดสอบ; การแจกแจงปรกติหลายตัวแปร; ความผิดพลาดแบบที่ 1; ก าลังการทดสอบ 
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Abstract 
The objective of this research is to compare the efficiency of four statistical tests–Mardia’s, 

Mardia and Kent’s, Koizumi et al.’s and Hanusz and Tarasinska’s statistical tests–for multivariate 
normal distribution. Three variables (p) and three levels of covariance matrix for multivariate 
distribution are defined. The sample size (n) for this study equals 20, 30, 50, 70, 100, 150 and 200. 
The simulation data are conducted 126 situations by Monte Carlo technique and replicated 2,000 
times for each situation. The criterion for efficiency comparison is power of the test which the 
statistical tests can only control type I error. The conclusions of this research are as follows: Mardia’s 
statistical test and Mardia and Kent’s statistical test tend to control the probability of type I error 
at the significant level 5 % for a large sample size. However, Koizumi et al.’s statistical test and 
Hanusz and Tarasinska’s statistical test tend to control the probability of type I error for all 
situations. When considering power of the test, it is found that Koizumi et al.’s statistical test tends 
to have the highest power of the test for multivariate t distribution with 2 and 4 degrees of freedom, 
multivariate lognormal and multivariate cauchy distributions for all situations. 

Keywords: statistical test; multivariate normal distribution; type I error; power of the test 

1. บทน า
ปัจจุบันงานวิจัยในสาขาต่าง ๆ เช่น ทางการ 

แพทย์ การเกษตร วิทยาศาสตร์ และเทคโนโลยี มีการ
น าเทคนิคการวิเคราะห์หลายตัวแปร (multivariate 
analysis) มาใช้ในการวิเคราะห์ข้อมูล ซึ่งวิธีการที่ใช้
วิเคราะห์หลายตัวแปรมีหลายวิธี ได้แก่ การวิเคราะห์
ความแปรปรวนหลายตัวแปร (multivariate analysis 
of variance) การวิเคราะห์องค์ประกอบหลัก (prin-
cipal component analysis) การวิ เคราะห์ปัจจัย 
(factor analysis)  และการวิเคราะห์การถดถอยลอจิส 
ติก (logistic regression analysis) เป็นต้น โดยการ
วิเคราะห์หลายตัวแปรเหล่านี้มีข้อตกลงเบื้องต้น คือ 
ข้อมูลประชากรจะต้องมีการแจกแจงปรกติหลายตัว
แปร [1] ดังนั้นจึงมีความจ าเป็นที่จะต้องตรวจสอบ
ข้อตกลงเบื้องต้นก่อนที่จะน าเทคนิคดังกล่าวมาใช้ใน
การวิเคราะห์ หากพบว่าข้อมูลที่น ามาศึกษานั้นไม่

เป็นไปตามข้อตกลงเบื้องต้น จะส่งผลท าให้การ
วิ เคราะห์ข้อมูลและสรุปผลในงานวิจัยเกิดความ
ผิดพลาดได้ ซึ่งการทดสอบการแจกแจงปรกติหลายตัว
แปรมีหลายวิธี  [2] เ ช่น การพิจารณาจากกราฟ 
(graph) การทดสอบภาวะสารูปดี (goodness-of-fit 
test) การทดสอบความเบ้ (skewness) และความโด่ง 
(kurtosis) แ ล ะ ก า รทดสอบค วา มค ง เ ส้ นค ง ว า 
(consistent) และความยืนยง (invariant) ในงานวิจัย
ครั้งนี้ผู้วิจัยเลือกศึกษาการทดสอบการแจกแจงปรกติ
หลายตัวแปรจาก 1 ใน 4 วิธี คือ วิธีทดสอบที่ใช้การวัด
ความเบ้และความโด่ง โดยมีหลักการทดสอบ คือ การ
หาสัมประสิทธิ์ ความ เบ้ ของหลายตั วแปรแ ละ
สัมประสิทธิ์ความโด่งของหลายตัวแปรของฟังก์ชัน
ลักษณะเฉพาะเชิงประจักษ์ แล้วเปรียบเทียบกับค่า
วิกฤตของสัมประสิทธิ์ความเบ้และสัมประสิทธิ์ความ
โด่งของฟังก์ชันการแจกแจงปรกติหลายตัวแปร วิธีนี้มี
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ข้อดี คือ มีก าลังการทดสอบสูง ไม่มีการเปลี่ยนแปลง
รูปแบบการแจกแจงเมื่อมีการแปลงรูปข้อมูลและบาง
วิธีมีความคงเส้นคงวา เช่น ตัวสถิติทดสอบของ Mardia 
[3] ตัวสถิติทดสอบของ Mardia และ Kent [8] 

ตัวสถิติทดสอบที่ใช้ส าหรับทดสอบการแจกแจง
ปรกติหลายตัวแปรได้มีการพัฒนาขึ้นอย่างต่อเนื่อง 
เช่น ในปี ค.ศ. 1970 Mardia [3] ได้น าเสนอตัวสถิติ
ทดสอบ A และ B โดยใช้สัมประสิทธิ์ความเบ้และ
สัมประสิทธิ์ความโด่งของประชากรหลายตัวแปร  
ตามล าดับ ซึ่งแยกการทดสอบความเบ้และความโด่ง
ของการแจกแจง โดยที่ตัวสถิติทดสอบ A และ B นี้ใช้
กันอย่างแพร่หลายในงานวิจัยต่าง ๆ ต่อมาในปี ค .ศ. 
1974 Mardia [4] ได้น าเสนอตัวสถิติทดสอบ A  และ 
B  โดยการเพิ่มความแม่นย าให้กับโมเมนต์ของ
สัมประสิทธิ์ความเบ้และสัมประสิทธิ์ความโด่งของ
ตัวอย่างหลายตัวแปร ตามล าดับ และแยกการทดสอบ
ความเบ้และความโด่งของการแจกแจง ซึ่งพัฒนามา
จากตัวสถิติทดสอบ A และ B ของ Mardia [3] จากนั้น
ในปี ค.ศ. 1980 Small [5] ได้น าเสนอตัวสถิติทดสอบ 
Q3 โดยมีหลักการ คือ จะพิจารณาโมเมนต์ที่ 3 และ
โมเมนต์ที่  4 ไปพร้อมกัน ต่อมาในปี  ค .ศ . 1984 
Srivastava [6] ได้น าเสนอตัวสถิติทดสอบ 

1S และ 
2S

โดยใช้สัมประสิทธิ์ความเบ้และสัมประสิทธิ์ความโด่ง
ของประชากรหลายตัวแปร ตามล าดับ หลักการของวิธี
นี้ คือ แยกการทดสอบความเบ้และความโด่งของการ
แจกแจง หลังจากนั้นในปี ค .ศ. 1987 Jarque และ 
Bera [7] ได้น าเสนอตัวสถิติทดสอบ LMN (lagrange 
multiplier) ซึ่งเกิดจากการรวมกันของตัวสถิติทดสอบ 
A และ B ของ Mardia [3] ต่อมาในปี  ค .ศ . 1991 
Mardia และ Kent [8] ได้น าเสนอตัวสถิติทดสอบ T 
โดยมีหลักการ คือ พิจารณาโมเมนต์ที่ 3 และโมเมนต์ที่ 
4 ไปพร้อมกัน ซึ่งพัฒนามาจากตัวสถิติทดสอบ Rao 
score [9] และในปี ค .ศ . 2009 Koizumi และคณะ 

[10] ได้น าเสนอตัวสถิติทดสอบ *

MMJB  โดยพัฒนามา
จากตัวสถิติทดสอบ LMN ของ Jarque และ Bera [7] 
ซึ่งประกอบด้วยตัวสถิติทดสอบ A  และ B  ของ 
Mardia [4] พบว่าตัวสถิติทดสอบนี้ให้ก าลังการทดสอบ
สูงสุดในการแจกแจงปรกติเบ้หลายตัวแปรและการ
แจกแจงทีหลายตัวแปร หลังจากนั้นในปี ค .ศ. 2014 
Hanusz และ Tarasinska [11] ได้น าเสนอตัวสถิติ
ทดสอบ TM ซึ่งพัฒนามาจากตัวสถิติทดสอบ A  และ 

B  ของ Mardia [4] เช่นเดียวกันกับตัวสถิติทดสอบ 
*

MMJB  ของ Koizumi และคณะ [10] ผลการวิจัย
พบว่าตัวสถิติทดสอบนี้ให้ก าลังการทดสอบสูงสุดในการ
แจกแจงเอกรูปหลายตัวแปร 

เนื่องจากตัวสถิติทดสอบแต่ละวิธีที่กล่าวถึงใน
ข้างต้นได้มีการพัฒนาขึ้นอย่างต่อเนื่อง และตัวสถิติ
ทดสอบแต่ละวิธีอาจไม่ได้มีประสิทธิภาพดีที่สุดในทุก
สถานการณ์หรือตัวสถิติทดสอบบางตัวยังไม่เคยน ามา
ศึกษาเปรียบเทียบประสิทธิภาพ เช่น  ตัวสถิติทดสอบ
ของ Mardia และ Kent กับตั วสถิติ ทดสอบของ 
Hanusz และ Tarasinska ดังนั้นเพื่อให้เห็นประสิทธิ 
ภาพและความแตกต่างจากตัวสถิติทดสอบตัวเดิมที่ถูก
พัฒนา งานวิจัยนี้จึงศึกษาเพื่อเปรียบเทียบประสิทธิ  
ภาพตัวสถิติทดสอบ 4 วิธี ส าหรับการแจกแจงปรกติ
หลายตัวแปร คือ ตัวสถิติทดสอบของ Mardia ตัวสถิติ
ทดสอบของ Mardia และ Kent ตัวสถิติทดสอบของ 
Koizumi และคณะ และตัวสถิติทดสอบของ Hanusz 
และ Tarasinska เนื่องจากตัวสถิติทดสอบ 4 วิธี พบว่า 
มีประสิทธิภาพดีที่สุดในการศึกษาที่ผ่านมาของ
งานวิจัยต่าง ๆ ในสถานการณ์ที่แตกต่างกันไป  โดย
เกณฑ์ในการเปรียบเทียบประสิทธิภาพจะพิจารณาจาก
ความสามารถในการควบคุมความผิดพลาดแบบที่ 1 
และก าลังการทดสอบของตัวสถิติทดสอบทั้ง  4 วิธี 
ดังกล่าวข้างต้น 
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2. ตัวสถิติทดสอบ 
ตัวสถิติทดสอบส าหรับการแจกแจงปรกติหลาย

ตัวแปรที่ศึกษามีดังนี้ 
2.1 ตัวสถิติทดสอบของ Mardia 

Mardia [3] ได้น าเสนอตัวสถิติทดสอบ A 
และ B ที่ใช้โมเมนต์ที่ 3 และโมเมนต์ที่ 4 มาทดสอบ
ข้อมูลที่มีการแจกแจงปรกติหลายตัวแปร โดยจ านวน
ตัวแปรที่ศึกษา (p) ในงานวิจัยนี้เท่ากับ 3 ตัวสถิติ
ทดสอบของ Mardia มีหลักการ คือ แยกการทดสอบ
สัมประสิทธิ์ความเบ้ (

1, p ) และสัมประสิทธิ์ความโด่ง 
(

2, p ) ของการแจกแจงหลายตัวแปรของข้อมูล
ประชากร ภายใต้สมมุติฐานว่าง H0: 1, 0p =  และ 
H0: 2, p(p+2)p = ต า ม ล า ดั บ  ถ้ า ห า ก ย อ ม รั บ
สมมุติฐานว่าง (H0) ทั้งสองนี้ แสดงว่าข้อมูลมาจาก
ประชากรที่มีการแจกแจงปรกติหลายตัวแปร 

ตัวสถิติทดสอบ A ใช้ส าหรับทดสอบการ
แจกแจงปรกติหลายตัวแปร โดยการทดสอบภายใต้
ส ม มุ ติ ฐ า น ว่ า ง  คื อ  

1, 0p =  โ ด ย ที่  
1, p  คื อ 

สัมประสิทธ์ิความเบ้ของประชากรหลายตวัแปร ถ้าหาก
ปฏิเสธสมมุติฐานว่างสามารถอธิบายได้ว่าประชากรมี
การแจกแจงแบบเบ้ และการแจกแจงของตัวสถิติ
ทดสอบ A ประมาณได้ด้วยการแจกแจงไคก าลงัสองทีม่ี

องศาเสรีเท่ากับ  p(p+1)(p+2)

6
 โดยตัวสถิติทดสอบ มี

รูปแบบดังนี ้ 

1,p

n
A b

6
=   

เมื่อ ( ) ( ) 
3n n

-1

1,p i j2
i=1 j=1

1
b

n

= − − S     คือ 

สัมประสิทธิ์ความเบ้ของตัวอย่างหลายตัวแปร, n คือ
ขนาดตัวอย่าง, i 1i 2i pi 1xp

= X X ...X   X  ; i=1,2,…,n, 

1 2 p 1xp
= X X ...X   X  คือ เวกเตอร์ค่าเฉลี่ยของ

ตัวอย่าง โดยที่ 
n

m mi

i=1

1
X X

n
=   ; m=1,2,…,p,  

11 12 1p

21 22 2p

p1 pp pxp

S S S

S S S

S S

 
 
 =
 
 
  

S  คื อ  เ มทริ กซ์ ค วาม

แ ป ร ป ร ว น ร่ ว ม ข อ ง ตั ว อ ย่ า ง  โ ด ย ที่  mkS =

( )( )
n

mi m ki k

i=1

1
X X X X

n
− − ; m,k=1,2,…,p แ ล ะ 

1−
S  คือ เมทริกซ์ผกผันของ S  ขนาด pxp 

ตัวสถิติทดสอบ B ใช้ส าหรับทดสอบการ
แจกแจงปรกติหลายตัวแปร โดยการทดสอบภายใต้
สมมุติฐานว่าง คือ

2, p(p+2)p =  โดยที่  
2, p  คือ 

สัมประสิทธิ์ความโด่งของประชากรหลายตัวแปร ถ้า
หากปฏิ เสธสมมุติฐานว่ างสามารถอธิบายได้ว่า 
ประชากรมีการแจกแจงแบบโด่ง และการแจกแจงของ
ตัวสถิติทดสอบ B ประมาณได้ด้วยการแจกแจงปรกติ
มาตรฐาน โดยตัวสถิติทดสอบ มีรูปแบบดังน้ี 

2,pb p(p+2)
B

8p(p+2)/n

−
=  

เมื่อ ( ) ( ) 
2n

-1

2,p i i

i=1

1
b

n

= − − S     คือ สัมประสิทธ์ิ

ความโด่งของตัวอย่างหลายตัวแปร , n คือ ขนาด
ตัวอย่าง, p คือ จ านวนตัวแปร, i 1i 2i pi 1xp

= X X ...X   X  

; i=1,2,…,n, 1 2 p 1xp
= X X ...X   X  คือ เวกเตอร์

ค่าเฉลี่ยของตัวอย่าง โดยที่ 
n

m mi

i=1

1
X X

n
=   ; 

m=1,2,…,p,  

11 12 1p

21 22 2p

p1 pp pxp

S S S

S S S

S S

 
 
 =
 
 
  

S  คือ เมทริกซ์

ความแปรปรวนร่วมของตัวอย่าง โดยที่ mkS =  

( )( )
n

mi m ki k

i=1

1
X X X X

n
− − ; m,k=1,2,…,p แ ล ะ 

1−
S  คือ เมทริกซ์ผกผันของ S  ขนาด pxp

 2.2 ตัวสถิติทดสอบของ Mardia และ Kent 
 Mardia และ Kent [8] ได้น าเสนอตัวสถติ ิ
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ทดสอบ T ส าหรับทดสอบการแจกแจงปรกติหลายตัว
แปร โดยมีหลักการ คือ พิจารณาโมเมนต์ที่ 3 และ
โมเมนต์ที่ 4 ไปพร้อมกัน และสามารถทดสอบความ
เป็นอิสระกันระหว่างตัวแปร ซึ่งตัวสถิติทดสอบ T นี้ได้
พัฒนามาจากตัวสถิติทดสอบ Rao score [9] 

กา รแจกแจงของตั ว สถิ ติ ทดสอบ  T 
ประมาณได้ด้วยการแจกแจงไคก าลังสองที่มีองศาเสรี

เท่ากับ  p(p+1)(p+2)(p+7)

24
 โดยตัวสถิติทดสอบ มี

รูปแบบดังนี ้
T =T3+T4 

เมื่อ T3 = A ซึ่งได้มาจากตัวสถิติทดสอบของ Mardia [3] 

กล่าวคือ 3 1,p

1
T A nb

6
= = ,  *

4 2,p 2,p

1
T n b 6b +3p(p+2)

24
= − , 

( ) ( ) 
3n n

-1

1,p i j2
i=1 j=1

1
b

n

= − − S     คือ สัมประสิทธิ์

ค ว า ม เ บ้ ข อ ง ตั ว อ ย่ า ง ห ล า ย ตั ว แ ป ร , 
2,pb =

( ) ( ) 
2n

-1

i i

i=1

1

n

− − S     คือ สัมประสิทธิ์

ความโด่ งของตั วอย่ า งหลายตั วแปร ,
 

*

2,p
b =

( ) ( ) 
4n n

-1

i j2
i=1 j=1

1

n

− − S    , n คือ ขนาดตัวอย่าง, 

p คือ จ านวนตัวแปร, i 1i 2i pi 1xp
= X X ...X   X  ; 

i=1,2,…,n, 1 2 p 1xp
= X X ...X   X  คือ เวกเตอร์

ค่าเฉลี่ยของตัวอย่าง โดยที่ 
n

m mi

i=1

1
X X

n
=   ; 

m=1,2,…,p,  

11 12 1p

21 22 2p

p1 pp pxp

S S S

S S S

S S

 
 
 =
 
 
  

S  คือ เมทริกซ์

ความแปรปรวนร่วมของตัวอย่าง โดยที่  mkS =

( )( )
n

mi m ki k

i=1

1
X X X X

n
− −  ; m,k=1,2,…,p และ 

1−
S  คือ เมทริกซ์ผกผันของ S  ขนาด pxp 

2.3 ตัวสถิติทดสอบของ Koizumi และคณะ 
Koizumi และคณะ [10] ได้เสนอตัวสถติ ิ

ทดสอบ *

MMJB  ส าหรับทดสอบการแจกแจงปรกติ
หลายตัวแปร โดยพัฒนามาจากตัวสถิติทดสอบ LMN 
ของ Jarque และ Bera [7] ซึ่งตัวสถิติทดสอบ *

MMJB  
ประกอบด้วยตัวสถิติทดสอบ A  และ B  ของ 
Mardia [4] 

การแจกแจงของตัวสถิติทดสอบ *

MMJB  
สามารถประมาณได้ด้วยการแจกแจงไคก าลังสองที่มี

องศาเสรีเท่ากับ p(p+1)(p+2)
1

6
+  โดยตัวสถิติทดสอบ 

มีรูปแบบดังนี้ 
* 2

MMJB A +(B ) =  

เมื่อ 1,p

nK
A b

6
 = , (p+1)(n+1)(n+3)

K
n{(n+1)(p+1) 6}

=
−

, 

 

2,p(n+1)b p(n+2)(n 1)
B

8p(p+2)(n 3)(n p 1)(n p+1)/ (n+3)(n+5)

− −
 =

− − − −
 

( ) ( ) 
3n n

-1

1,p i j2
i=1 j=1

1
b

n

= − − S     คือ 

สัมประสิทธิ์ความเบ้ของตัวอย่างหลายตัวแปร,
 

2,pb =

( ) ( ) 
2n

-1

i i

i=1

1

n

− − S     คือ สัมประสิทธ์ิ

ความโด่งของตัวอย่างหลายตัวแปร , n คือ ขนาด
ตัวอย่าง, p คือ จ านวนตัวแปร, i 1i 2i pi 1xp

= X X ...X   X  ; 

i=1,2,…,n, 1 2 p 1xp
= X X ...X   X  คือ เวกเตอร์ค่าเฉลี่ย

ข อ ง ตั ว อ ย่ า ง  โ ด ย ที่  
n

m mi

i=1

1
X X

n
=   ; 

m=1,2,…,p,  

11 12 1p

21 22 2p

p1 pp pxp

S S S

S S S

S S

 
 
 =
 
 
  

S  คือ เมทริกซ์

ความแปรปรวนร่วมของตัวอย่าง โดยที่ mkS =  

( )( )
n

mi m ki k

i=1

1
X X X X

n
− − ; m,k=1,2,…,p และ 

1−
S  คือ เมทริกซ์ผกผันของ S  ขนาด pxp

 2.4 ตั ว ส ถิ ติ ทดสอบข อ ง  Hanusz แล ะ 
Tarasinska 

Hanusz และ Tarasinska [11] ได้น าเสนอ 
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ตัวสถิติทดสอบ TM ส าหรับทดสอบการแจกแจงปรกติ
หลายตัวแปร ซึ่งพัฒนามาจากตัวสถิติทดสอบ A และ 
B  ของ Mardia [4] โดยการเพิ่มความแม่นย าให้กับ
โมเมนต์ของสัมประสิทธิ์ความเบ้ของตัวอย่างหลายตัว
แปรและสัมประสิทธิ์ความโด่งของตัวอย่างหลายตัว
แปร 

การแจกแจงของตั วสถิติทดสอบ TM 
ประมาณได้ด้วยการแจกแจงทีที่มีองศาเสรี (f) เท่ากับ 
p(p+1)(p+2)

6
 โดยตัวสถิติทดสอบ มีรูปแบบดังน้ี 

M

B
T

A /f


=


 

เมื่อ 1,p

nK
A b

6
 = , (p+1)(n+1)(n+3)

K
n{(n+1)(p+1) 6}

=
−

, 

 

2,p(n+1)b p(n+2)(n 1)
B

8p(p+2)(n 3)(n p 1)(n p+1)/ (n+3)(n+5)

− −
 =

− − − −
 

( ) ( ) 
3n n

-1

1,p i j2
i=1 j=1

1
b

n

= − − S     คือ 

สัมประสิทธิ์ความเบ้ของตัวอย่างหลายตัวแปร,
 

2,pb =  

( ) ( ) 
2n

-1

i i

i=1

1

n

− − S    คือ สัมประสิทธิ์ความ

โด่งของตัวอย่างหลายตัวแปร , n คือ ขนาดตัวอย่าง,   
p คือ จ านวนตัวแปร, i 1i 2i pi 1xp

= X X ...X   X  ; 

i=1,2,…,n, 1 2 p 1xp
= X X ...X   X  คือ เวกเตอร์ค่าเฉลี่ย

ของตัวอย่าง โดยที่ 
n

m mi

i=1

1
X X

n
=   ; m=1,2,…,p,  

11 12 1p

21 22 2p

p1 pp pxp

S S S

S S S

S S

 
 
 =
 
 
  

S  คือ เมทริกซ์

ความแปรปรวนร่วมของตัวอย่าง โดยที่ mkS =  

( )( )
n

mi m ki k

i=1

1
X X X X

n
− − ; m,k=1,2,…,p 

และ 1−
S  คือ เมทริกซ์ผกผันของ S  ขนาด pxp

  

3. วิธีการวิจัย 

3.1 ตั้งสมมุติฐานส าหรับการทดสอบการแจก
แจงปรกติหลายตัวแปรที่ระดับนัยส าคัญ 5 % ดังนี ้

H0: ประชากรมีการแจกแจงปรกติหลาย
ตัวแปร แย้งกับ 

H1: ประชากรไม่มีการแจกแจงปรกติ
หลายตัวแปร  

3.2 ใช้โปรแกรม SAS เวอร์ ชัน 9.4 ในการ
จ าลองข้อมูลโดยเทคนิคมอนติคาร์โล (Monte Carlo 
simulation technique) มีการท าซ้ า 2,000 ครั้ง ใน
แต่ละสถานการณ์ รวมสถานการณ์ที่ศึกษาท้ังหมด 126 
สถานการณ์ ดังนี ้

3.2.1  ก าหนดจ านวนตัวแปรที่ศึกษา (p) 
คือ 3 ตัวแปร โดยเวกเตอร์ค่าเฉลี่ยประชากรที่ศึกษา

ส าหรับทุกการแจกแจง คือ  
1x3

0 0 0 =μ  และ
ก าหนดเมทริกซ์ความแปรปรวนร่วมของประชากรที่
ศึกษาส าหรับทุกการแจกแจงมี 3 แบบ คือ 1 , 2  
และ 3  โดยก าหนดให้สหสัมพันธ์ระหว่างตัวแปรที่ 

m และ k คือ mk

mk
2 2

m k

σ

σ σ
 = ; mkσ 0.3,0.6,0.9=  

ซึ่ง mkσ  คือ ความแปรปรวนร่วมระหว่าง mX  และ 

kX , 2 2

m kσ σ 1= =  ซึ่ ง  2

mσ  แ ล ะ  2

kσ  คื อ  ค ว า ม
แปรปรวนของ mX  และ  kX  ตามล าดับ  เมื่ อ 
m,k=1,2,…,p จะได้สหสัมพันธ์ระหว่างตัวแปรที่ศึกษา
แบบที่  1 คือ  12 13 23 0.3  = = =  และเมทริกซ์
ความแปรปรวนร่วมของประชากรแบบที่  1 คือ 

1

3 3

1 0.3 0.3

0.3 1 0.3

0.3 0.3 1


 
 

=
 
  

 , สหสัมพันธ์ระหว่างตัว

แปรที่ศึกษาแบบที่ 2 คือ 12 13 23 0.6  = = =  จะ
ได้เมทริกซ์ความแปรปรวนร่วมของประชากรแบบที่ 2 

คื อ  
2

3 3

1 0.6 0.6

0.6 1 0.6

0.6 0.6 1


 
 

=
 
  

  แ ล ะ ส ห สั ม พั น ธ์
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ระหว่ า งตั วแปรที่ ศึ กษาแบบที่  3 คือ  12 13 =  

23 0.9= = จะได้เมทริกซ์ความแปรปรวนร่วมของ

ประชากรแบบท่ี 3 คือ 
3

3 3

1 0.9 0.9

0.9 1 0.9

0.9 0.9 1


 
 

=
 
  

  

3.2.2 จ าลองข้อมูลที่มีขนาดตัวอย่าง (n) 
เ ท่ า กั บ  20, 30, 50, 70, 100, 150 และ  200 จ าก
ประชากร 4 การแจกแจง 6 แบบ คือ การแจกแจง
ปรกติหลายตัวแปร, การแจกแจงทีหลายตัวแปรที่มี
องศาเสรี (df) เท่ากับ 2, 4 และ 8, การแจกแจงล็อก
ปรกติหลายตัวแปร และการแจกแจงโคชหีลายตัวแปร 

3.3 น าข้อมูลที่ได้จากการจ าลองในข้อ 3.2 มา
ค านวณตัวสถิติทดสอบ 4 วิธี 

3.4 ค า น วณค่ าพี  (p-value) ขอ งตั ว ส ถิ ติ
ทดสอบแต่ละตัว 

3.5 เปรียบเทียบค่าพีกับระดับนัยส าคัญ 5 % 
เพื่ อตัดสินใจยอมรับสมมุติ ฐานว่ างหรือปฏิ เสธ
สมมุติฐานว่าง 

3.6 ค านวณค่าความน่าจะเป็นของความ
ผิดพลาดแบบที่ 1 จากการจ าลอง ( α̂ ) ของตัวสถิติ
ทดสอบทั้ ง  4 วิธี  โดยความน่าจะเป็นของความ
ผิดพลาดแบบที่ 1 จากการจ าลอง ค านวณจากจ านวน
ครั้งของการปฏิเสธสมมุติฐานว่าง เมื่อสมมุติฐานว่าง
เป็นจริงหารด้วยจ านวนครั้งของการท าซ้ าในท่ีนี้เท่ากับ 
2,000 ครั้ง 

3.7 เปรียบเทียบความสามารถในการควบคุม
ความผิดพลาดแบบที่ 1 ของตัวสถิติทดสอบทั้ง 4 วิธี 
โดยใช้เกณฑ์ของ Dale [12] ในการทดสอบสมมุติฐาน
ดังนี ้

0H : ตัวสถิติทดสอบมีความสามารถในการ
ควบคุมความผิดพลาดแบบที ่1 แย้งกับ 

1H : ตัวสถิติทดสอบไม่มีความสามารถใน
การควบคุมความผิดพลาดแบบที ่1 

ถ้าค่าความน่าจะเป็นของความผิดพลาด
แบบที ่1 จากการจ าลองอยู่ในช่วง [0.02547,0.09583] 
แสดงว่ายอมรับสมมุติฐานว่าง ( 0H ) ดังนั้นตัวสถิติ
ทดสอบมีความสามารถในการควบคุมความผิดพลาด
แบบที่ 1 จะเปรียบเทียบก าลังการทดสอบต่อไป โดย
พิจารณาเปรียบเทียบก าลังการทดสอบเฉพาะตัวสถิติ
ทดสอบที่สามารถควบคุมความผิดพลาดแบบที่ 1 
เท่านั้น 

3.8 ค านวณก าลังการทดสอบของตัวสถิติ
ทดสอบทั้ง 4 วิธี 

ก าลังการทดสอบของตัวสถิติทดสอบ 
ค านวณจากจ านวนครั้งของการปฏิเสธสมมุติฐานว่าง 
เมื่อสมมุติฐานทางเลือก (H1) เป็นจริงหารด้วยจ านวน
ครั้งของการท าซ้ าในที่น้ีเท่ากับ 2,000 ครั้ง 

3.9 เปรียบเทียบก าลังการทดสอบของตัว
สถิติทดสอบทั้ง 4 วิธี 
 

4. ผลการวิจัย  

 ก าหนดให ้M คือ ตัวสถิติทดสอบของ Mardia; 
MK คือ ตัวสถิติทดสอบของ Mardia และ Kent; K คือ 
ตัวสถิติทดสอบของ Koizumi และคณะ; HT คือ ตัว
สถิติทดสอบของ Hanusz และ Tarasinska; ALL คือ 
ตัวสถิติทดสอบ 4 วิธี โดยผลการวิจัยสรุปได้ดังนี้ 

4.1 การตรวจสอบความสามารถในการ
ควบคุมความผิดพลาดแบบท่ี 1 ของตัวสถิติทดสอบ 

งานวิจัยนี้ใช้เกณฑ์ของ Dale [12] ในการ
ตรวจสอบความสามารถในการควบคุมความผิดพลาด
แบบที่ 1 ของตัวสถิติทดสอบ กล่าวคือ ถ้าค่าความ
น่าจะเป็นของความผิดพลาดแบบที่ 1 จากการจ าลอง
อยู่ในช่วง [0.02547,0.09583] แสดงว่าตัวสถิติทดสอบ
มีความสามารถในการควบคุมความผิดพลาดแบบที่ 1 
และจากตารางที่ 1 พบว่าตัวสถิติทดสอบของ Mardia 
ไม่มีความสามารถในการควบคุมความผิดพลาดแบบที่ 
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1 เมื่อขนาดตัวอย่างเท่ากับ 20 และ 30 ในทุกแบบของ
เมทริกซ์ความแปรปรวนร่วมของประชากร ( ) และ
ตั ว ส ถิ ติ ท ด ส อ บ ข อ ง  Mardia แ ล ะ  Kent ไ ม่ มี
ความสามารถในการควบคุมความผิดพลาดแบบที่ 1 
เมื่อขนาดตัวอย่างเท่ากับ 20 และเมทริกซ์ความ

แปรปรวนร่วมของประชากรเป็นแบบที่ 1 และ 2 
ส่วนตัวสถิติทดสอบของ Koizumi และคณะ และตัว
สถิติทดสอบของ Hanusz และ Tarasinska มีความ 
สามารถในการควบคุมความผิดพลาดแบบที่ 1 ในทุก
สถานการณ์ 

 
ตารางที่ 1  ความน่าจะเป็นของความผิดพลาดแบบที่ 1 จากการจ าลอง ( α̂ ) ส าหรับข้อมูลที่มีการแจกแจงปรกติ

หลายตัวแปร 
 

เมทริกซ์ความแปรปรวนร่วม 
ของประชากร ( ) 

ตัวสถิติ
ทดสอบ 

ขนาดตัวอย่าง (n) 

20 30 50 70 100 150 200 

1

1 0.3 0.3

0.3 1 0.3

0.3 0.3 1

 
 

=
 
  

  

M  0.0110* 0.0170* 0.0395 0.0375 0.0415 0.0490 0.0565 

MK 0.0195* 0.0335 0.0520 0.0545 0.0510 0.0535 0.0555 
K 0.0590 0.0500 0.0560 0.0430 0.0375 0.0380 0.0350 

HT 0.0400 0.0350 0.0430 0.0305 0.0410 0.0385 0.0425 

2

1 0.6 0.6

0.6 1 0.6

0.6 0.6 1

 
 

=
 
  

  

M  0.0115* 0.0195* 0.0405 0.0375 0.0425 0.0575 0.0640 

MK 0.0205* 0.0345 0.0495 0.0530 0.0550 0.0540 0.0575 
K 0.0590 0.0465 0.0580 0.0420 0.0415 0.0425 0.0420 

HT 0.0415 0.0370 0.0440 0.0300 0.0420 0.0390 0.0455 

3

1 0.9 0.9

0.9 1 0.9

0.9 0.9 1

 
 

=
 
  

  

M  0.0170* 0.0215* 0.0450 0.0430 0.0485 0.0595 0.0730 
MK 0.0290 0.0450 0.0595 0.0600 0.0545 0.0630 0.0620 

K 0.0680 0.0605 0.0665 0.0495 0.0450 0.0460 0.0490 
HT 0.0430 0.0345 0.0430 0.0305 0.0420 0.0400 0.0440 

*ตัวสถิติทดสอบที่ไมส่ามารถควบคุมความความผิดพลาดแบบท่ี 1  
 

4.2 การเปรียบเทียบก าลังการทดสอบของตัว
สถิติทดสอบ 

พิจารณาก าลังการทดสอบของตัวสถิติ
ทดสอบ 4 วิธี คือ ตัวสถิติทดสอบของ Mardia ตัวสถิติ
ทดสอบของ Mardia และ Kent ตัวสถิติทดสอบของ 
Koizumi และคณะ และตัวสถิติทดสอบของ Hanusz 
และ Tarasinska โดยจะพิจารณาเปรียบเทียบก าลัง
การทดสอบเฉพาะตัวสถิติทดสอบที่สามารถควบคุม

ความผิดพลาดแบบที่ 1 ในหัวข้อ 4.1 เท่านั้น โดยผล
การเปรียบเทียบก าลังการทดสอบของตัวสถิติทดสอบ 
4 วิธี ปรากฏในตารางที่ 2 ถึง 7 

ตารางที่ 2 ส าหรับข้อมูลที่มีการแจก
แจงทีหลายตัวแปรที่มี df = 2 พบว่าเมื่อขนาดตัวอย่าง 
เท่ากับ 20 และ 30 ตัวสถิติทดสอบของ Koizumi และ
คณะ มกี าลังการทดสอบสูงที่สุดในทุกแบบของ      เมท
ริกซ์ความแปรปรวนร่วมของประชากร และเมื่อเมท
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ริกซ์ความแปรปรวนร่วมของประชากรมีค่านอกเส้น
ทแยงมุมเพิ่มขึ้นแล้ว ก าลังการทดสอบมีแนวโน้มลดลง 
เมื่อขนาดตัวอย่างเท่ากับ 50 ตัวสถิติทดสอบของ 
Mardia ตัวสถิติทดสอบของ Mardia และ Kent และ
ตัวสถิติทดสอบของ Koizumi และคณะ มีก าลังการ
ทดสอบสูงสุดและมีค่าเท่ากันในทุกแบบของ     เมท
ริกซ์ความแปรปรวนร่วมของประชากร และเมื่อขนาด
ตัวอย่างตั้งแต่ 70 ขึ้นไป ตัวสถิติทดสอบทุกวิธีมีก าลัง
การทดสอบเท่ากันในทุกแบบของเมทริกซ์ความ
แปรปรวนร่วมของประชากร 

ตารางที่ 3 ส าหรับข้อมูลที่มีการแจก
แจงทีหลายตัวแปรที่มี df = 4 พบว่าเมื่อขนาดตัวอย่าง 
เท่ากับ 20 และ 30 ตัวสถิติทดสอบของ Koizumi และ
คณะ มีก าลังการทดสอบสูงที่สุดในทุกแบบของ      เมท
ริกซ์ความแปรปรวนร่วมของประชากร เมื่อขนาด

ตัวอย่างเท่ากับ 50 ตัวสถิติทดสอบของ Mardia และ 
Kent และตัวสถิติทดสอบของ Koizumi และคณะ มี
ก าลังการทดสอบสูงสุดและมีค่าเท่ากันในกรณีเมทริกซ์
ความแปรปรวนร่วมของประชากรเป็นแบบท่ี 1 และ 2 
เมื่อขนาดตัวอย่างเท่ากับ 70  ตัวสถิติทดสอบของ 
Mardia และ Kent และตัวสถิติทดสอบของ Koizumi 
และคณะ มีก าลังการทดสอบสูงสุดและมีค่าเท่ากันใน
ทุกแบบของเมทริกซ์ความแปรปรวนร่วมของประชากร 
เมื่อขนาดตัวอย่างเท่ากับ 100 ตัวสถิติทดสอบของ
Mardia ตัวสถิติทดสอบของ Mardia และ Kent และ
ตัวสถิติทดสอบของ Koizumi และคณะ มีก าลังการ
ทดสอบสูงสุดและมีค่าเท่ากันในทุกแบบของเมทริกซ์
ความแปรปรวนร่วมของประชากร เมื่อขนาดตัวอย่าง
เท่ากับ 150 ตัวสถิติทดสอบทุกวิธีมีก าลังการทดสอบ
เท่ากันในกรณีเมทริกซ์ความแปรปรวนร่วมของประชา-  

 
ตารางที่ 2  ก าลังการทดสอบส าหรับข้อมูลที่มีการแจกแจงทีหลายตัวแปร df = 2 
 

เมทริกซ์ความแปรปรวนร่วม 
ของประชากร ( ) 

ตัวสถิติ
ทดสอบ 

ขนาดตัวอย่าง (n) 
20 30 50 70 100 150 200 

1

1 0.3 0.3

0.3 1 0.3

0.3 0.3 1

 
 

=
 
  

  

M  - - 1* 1* 1* 1* 1* 
MK - 0.9995 1* 1* 1* 1* 1* 
K 0.9995* 1* 1* 1* 1* 1* 1* 

HT 0.9825 0.9970 0.9990 1* 1* 1* 1* 

2

1 0.6 0.6

0.6 1 0.6

0.6 0.6 1

 
 

=
 
  

  

M  - - 1* 1* 1* 1* 1* 
MK - 0.9995 1* 1* 1* 1* 1* 
K 0.9985* 1* 1* 1* 1* 1* 1* 

HT 0.9645 0.9940 0.9995 1* 1* 1* 1* 

3

1 0.9 0.9

0.9 1 0.9

0.9 0.9 1

 
 

=
 
  

  

M  - - 1* 1* 1* 1* 1* 
MK 0.9735 0.9955 1* 1* 1* 1* 1* 
K 0.9895* 0.9990* 1* 1* 1* 1* 1* 

HT 0.9130 0.9855 0.9995 1* 1* 1* 1* 
*ตัวสถิติทดสอบทีม่ีก าลังการทดสอบสูงที่สดุในแต่ละสถานการณ;์ - คือ ไม่ศึกษา เนื่องจากตัวสถิติทดสอบไม่สามารถ
ควบคุมความความผิดพลาดแบบที่ 1  
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ตารางที่ 3  ก าลังการทดสอบส าหรับข้อมูลที่มีการแจกแจงทีหลายตวัแปร df = 4  
 

เมทริกซ์ความแปรปรวนร่วม 
ของประชากร ( ) 

ตัวสถิติ
ทดสอบ 

ขนาดตัวอย่าง (n) 
20 30 50 70 100 150 200 

1

1 0.3 0.3

0.3 1 0.3

0.3 0.3 1

 
 

=
 
  

  

M  - - 0.9995 1* 1* 1* 1* 
MK - 0.9975 1* 1* 1* 1* 1* 
K 0.9970* 0.9990* 1* 1* 1* 1* 1* 

HT 0.8825 0.9690 0.9955 0.9980 0.9995 1* 1* 

2

1 0.6 0.6

0.6 1 0.6

0.6 0.6 1

 
 

=
 
  

  

M  - - 0.9990* 0.9995 1* 1* 1* 
MK - 0.9940 0.9990* 1* 1* 1* 1* 
K 0.9910* 0.9960* 0.9990* 1* 1* 1* 1* 

HT 0.7875 0.9350 0.9855 0.9950 0.9995 1* 1* 

3

1 0.9 0.9

0.9 1 0.9

0.9 0.9 1

 
 

=
 
  

  

M  - - 0.9885 0.9970 1* 1* 1* 
MK 0.8905 0.9715 0.9920 0.9985* 1* 1* 1* 
K 0.9500* 0.9790* 0.9935* 0.9985* 1* 1* 1* 

HT 0.6690 0.8420 0.9555 0.9825 0.9995 0.9995 1* 
*ตัวสถิติทดสอบที่มีก าลังการทดสอบสูงที่สดุในแต่ละสถานการณ;์ - คือ ไม่ศึกษา เนื่องจากตัวสถิติทดสอบไม่สามารถ
ควบคุมความความผิดพลาดแบบที่ 1  
 
ตารางที่ 4  ก าลังการทดสอบส าหรับข้อมูลที่มีการแจกแจงทีหลายตวัแปร df = 8  
 

เมทริกซ์ความแปรปรวนร่วม 
ของประชากร ( ) 

ตัวสถิติ
ทดสอบ 

ขนาดตัวอย่าง (n) 
20 30 50 70 100 150 200 

1

1 0.3 0.3

0.3 1 0.3

0.3 0.3 1

 
 

=
 
  

  

M  - - 0.9935 0.9975 1* 0.9995* 1* 
MK - 0.9840 0.9980* 0.9985 0.9985 0.9990 1* 
K 0.9815* 0.9935* 0.9980* 0.9995* 0.9995 0.9995* 1* 

HT 0.6440 0.8350 0.9365 0.9595 0.9850 0.9935 0.9980 

2

1 0.6 0.6

0.6 1 0.6

0.6 0.6 1

 
 

=
 
  

  

M  - - 0.9825 0.9955 0.9980 1* 1* 
MK - 0.9705 0.9935* 0.9975 0.9975 1* 1* 
K 0.9505* 0.9800* 0.9910 0.9990* 0.9985* 0.9995 1* 

HT 0.5100 0.7180 0.8660 0.9350 0.9690 0.9915 0.9955 

3

1 0.9 0.9

0.9 1 0.9

0.9 0.9 1

 
 

=
 
  

  

M  - - 0.9010 0.9490 0.9830 0.9955* 0.9990* 
MK 0.7170 0.8675 0.9380 0.9705* 0.9870* 0.9940 0.9985 
K 0.8260* 0.8975* 0.9405* 0.9615 0.9845 0.9900 0.9945 

HT 0.3365 0.5295 0.7330 0.8245 0.9135 0.9680 0.9875 
*ตัวสถิติทดสอบที่มีก าลังการทดสอบสูงที่สดุในแต่ละสถานการณ;์ - คือ ไม่ศึกษา เนื่องจากตัวสถิติทดสอบไม่สามารถ
ควบคุมความความผิดพลาดแบบที่ 1  



ปีที่ 27 ฉบบัที ่5 กันยายน - ตุลาคม 2562                                                                  วารสารวิทยาศาสตร์และเทคโนโลย ี

 833 

ตารางที่ 5  ก าลังการทดสอบส าหรับข้อมูลที่มีการแจกแจงล็อกปรกติหลายตัวแปร 
 

เมทริกซ์ความแปรปรวนร่วม 
ของประชากร ( ) 

ตัวสถิติ
ทดสอบ 

ขนาดตัวอย่าง (n) 
20 30 50 70 100 150 200 

1

1 0.3 0.3

0.3 1 0.3

0.3 0.3 1

 
 

=
 
  

  

M - - 1* 1* 1* 1* 1* 
MK - 0.9960 1* 1* 1* 1* 1* 
K 0.9900* 1* 1* 1* 1* 1* 1* 

HT 0.7350 0.8700 0.9755 0.9930 0.9990 1* 1* 

2

1 0.6 0.6

0.6 1 0.6

0.6 0.6 1

 
 

=
 
  

  

M - - 1* 1* 1* 1* 1* 
MK - 0.9985 1* 1* 1* 1* 1* 
K 0.9900* 0.9995* 1* 1* 1* 1* 1* 

HT 0.8110 0.9315 0.9915 0.9970 0.9995 1* 1* 

3

1 0.9 0.9

0.9 1 0.9

0.9 0.9 1

 
 

=
 
  

  

M - - 1* 1* 1* 1* 1* 
MK 0.9720 0.9990 1* 1* 1* 1* 1* 
K 0.9940* 0.9995* 1* 1* 1* 1* 1* 

HT 0.8680 0.9655 0.9960 0.9995 1* 1* 1* 
*ตัวสถิติทดสอบทีม่ีก าลังการทดสอบสูงที่สดุในแต่ละสถานการณ;์ - คือ ไม่ศึกษา เนื่องจากตัวสถิติทดสอบไม่สามารถ
ควบคุมความความผิดพลาดแบบที่ 1  
 
ตารางที่ 6  ก าลังการทดสอบส าหรับข้อมูลที่มีการแจกแจงโคชีหลายตัวแปร 
 

เมทริกซ์ความแปรปรวนร่วม 
ของประชากร ( ) 

ตัวสถิติ
ทดสอบ 

ขนาดตัวอย่าง (n) 
20 30 50 70 100 150 200 

1

1 0.3 0.3

0.3 1 0.3

0.3 0.3 1

 
 

=
 
  

  

M  - - 1* 1* 1* 1* 1* 
MK - 1* 1* 1* 1* 1* 1* 
K 1* 1* 1* 1* 1* 1* 1* 

HT 0.9985 1* 1* 1* 1* 1* 1* 

2

1 0.6 0.6

0.6 1 0.6

0.6 0.6 1

 
 

=
 
  

  

M  - - 1* 1* 1* 1* 1* 
MK - 1* 1* 1* 1* 1* 1* 
K 1* 1* 1* 1* 1* 1* 1* 

HT 0.9960 1* 1* 1* 1* 1* 1* 

3

1 0.9 0.9

0.9 1 0.9

0.9 0.9 1

 
 

=
 
  

  

M  - - 1* 1* 1* 1* 1* 
MK 0.9985 1* 1* 1* 1* 1* 1* 
K 0.9995* 1* 1* 1* 1* 1* 1* 

HT 0.9930 1* 1* 1* 1* 1* 1* 
*ตัวสถิติทดสอบทีม่ีก าลังการทดสอบสูงที่สดุในแต่ละสถานการณ;์ - คือ ไม่ศึกษา เนื่องจากตัวสถิติทดสอบไม่สามารถ
ควบคุมความความผิดพลาดแบบที่ 1  
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ตารางที่ 7  ตัวสถิติทดสอบที่มีก าลังการทดสอบสูงสุดในแต่ละสถานการณ์ 
 

การแจกแจง   
ขนาดตัวอย่าง (n) 

20 30 50 70 100 150 200 

ทีหลายตัวแปร df = 2 
1  K K M,MK,K ALL ALL ALL ALL 

2  K K M,MK,K ALL ALL ALL ALL 

3  K K M,MK,K ALL ALL ALL ALL 

ทีหลายตัวแปร df = 4 
1  K K MK,K M,MK,K M,MK,K ALL ALL 

2  K K M,MK,K MK,K M,MK,K ALL ALL 

3  K K K MK,K M,MK,K M,MK,K ALL 

ทีหลายตัวแปร df = 8 
1  K K MK,K K M M,K M,MK,K 

2  K K MK K K M,MK M,MK,K 

3  K K K MK MK M M 

ล็อกปรกติหลายตัวแปร 
1  K K M,MK,K M,MK,K M,MK,K ALL ALL 

2  K K M,MK,K M,MK,K M,MK,K ALL ALL 

3  K K M,MK,K M,MK,K ALL ALL ALL 

โคชีหลายตัวแปร 
1  K MK,K,HT ALL ALL ALL ALL ALL 

2  K MK,K,HT ALL ALL ALL ALL ALL 

3  K MK,K,HT ALL ALL ALL ALL ALL 
 
กรเป็นแบบที่ 1 และ 2 และเมื่อขนาดตัวอย่างเท่ากับ 
200 ตัวสถิติทดสอบทุกวิธีมีก าลังการทดสอบเท่ากันใน
ทุกแบบของเมทริกซ์ความแปรปรวนร่วมของประชากร 
นอกจากนี้ ถ้ า เมทริกซ์ความแปรปรวนร่ วมของ
ประชากรมีค่านอกเส้นทแยงมุมเพิ่มขึ้นแล้วก าลังการ
ทดสอบมีแนวโน้มลดลง เมื่อขนาดตัวอย่างเท่ากับ 20, 
30, 50 และ 70 

ตารางที่ 4 ส าหรับข้อมูลที่มีการแจก
แจงทีหลายตัวแปรที่มี df = 8 พบว่าเมื่อขนาดตัวอย่าง 
เท่ากับ 20 และ 30 ตัวสถิติทดสอบของ Koizumi และ
คณะ มีก าลังการทดสอบสูงที่สุดในทุกแบบของ      เมท
ริกซ์ความแปรปรวนร่วมของประชากร  เมื่อขนาด
ตัวอย่างเท่ากับ 50 ตัวสถิติทดสอบของ Koizumi และ

คณะ มีก าลังการทดสอบสูงสุดในกรณีเมทริกซ์ความ
แปรปรวนร่วมของประชากรเป็นแบบที่ 1 และ 3 เมื่อ
ขนาดตัวอย่างเท่ากับ 70 ตัวสถิติทดสอบของ Koizumi 
และคณะ มีก าลังการทดสอบสูงที่สุดในกรณีเมทริกซ์
ความแปรปรวนร่วมของประชากรเป็นแบบที่ 1 และ 2 
เมื่อขนาดตัวอย่างเท่ากับ 100 ตัวสถิติทดสอบของ 
Mardia มีก าลังการทดสอบสูงที่สุดในกรณีเมทริกซ์
ความแปรปรวนร่วมของประชากรเป็นแบบที่ 1 และ
เมื่อขนาดตัวอย่างเท่ากับ 150 และ 200 ตัวสถิติ
ทดสอบของ Mardia มีก าลังการทดสอบสูงสุดในทุก
แบบของเมทริกซ์ความแปรปรวนร่วมของประชากร 
นอกจากนี้ ถ้ า เมทริกซ์ความแปรปรวนร่ วมของ
ประชากรมีค่านอกเส้นทแยงมุมเพิ่มขึ้นแล้วก าลังการ
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ทดสอบมีแนวโน้มลดลง เมื่อขนาดตัวอย่างเท่ากับ 20, 
30, 50 และ 70 

การเปรียบเทียบก าลังการทดสอบของ
ตัวสถิติทดสอบ ส าหรับข้อมูลที่มีการแจกแจงทีหลาย
ตัวแปรที่มี df = 2, 4 และ 8 จากตารางที่ 2-4 พบว่า 
เมื่อองศาเสรี (df) เพิ่มขึ้นในแต่ละแบบของเมทริกซ์
ความแปรปรวนร่วมของประชากร ตัวสถิติทดสอบทุก
วิธีมีแนวโน้มให้ก าลังการทดสอบลดลง ซึ่งจะเห็นผลได้
อย่างชัดเจนเมื่อขนาดตัวอย่างน้อย (ขนาดตัวอย่าง
เท่ากับ 20 และ 30) แต่เมื่อขนาดตัวอย่างใหญ่ (ขนาด
ตัวอย่างตั้งแต่ 50 ขึ้นไป) จะเห็นแนวโน้มของผลลัพธ์
ดังกล่าวข้างต้นลดลงเพียงเล็กน้อยเท่านั้น 

ตารางที่ 5 ส าหรับข้อมูลที่มีการแจก
แจงล็อกปรกติหลายตัวแปร พบว่าเมื่อขนาดตัวอย่าง 
เท่ากับ 20 และ 30 ตัวสถิติทดสอบของ Koizumi และ
คณะ มีก าลังการทดสอบสูงที่สุดในทุกแบบของ      เมท
ริกซ์ความแปรปรวนร่วมของประชากร และเมื่อเมท
ริกซ์ความแปรปรวนร่วมของประชากรมีค่านอกเส้น
ทแยงมุมเพิ่มขึ้นแล้วก าลังการทดสอบมีแนวโน้มลดลง 
เมื่อขนาดตัวอย่างเท่ากับ 50 และ 70 ตัวสถิติทดสอบ
ของ Mardia ตัวสถิติทดสอบของ Mardia และ Kent 
และตัวสถิติทดสอบของ Koizumi และคณะ มีก าลัง
การทดสอบสูงสุดและมีค่าเท่ากันในทุกแบบของเมท
ริกซ์ความแปรปรวนร่วมของประชากร เมื่อขนาด
ตัวอย่างเท่ากับ 100 ตัวสถิติทดสอบทุกวิธีมีก าลังการ
ทดสอบเท่ากัน ในกรณีเมทริกซ์ความแปรปรวนร่วม
ของประชากรเป็นแบบที่ 3 และเมื่อขนาดตัวอย่าง
ตั้งแต่ 150 ขึ้นไป ตัวสถิติทดสอบทุกวิธีมีก าลังการ
ทดสอบเท่ากันในทุกแบบของเมทริกซ์ความแปรปรวน
ร่วมของประชากร 

ตารางที่ 6 ส าหรับข้อมูลที่มีการแจก
แจงโคชีหลายตัวแปร พบว่าเมื่อขนาดตัวอย่างเท่ากับ 
20 ตัวสถิติทดสอบของ Koizumi และคณะ มีก าลังการ

ทดสอบสูงที่สุดในทุกแบบของเมทริกซ์ความแปรปรวน
ร่วมของประชากร และเมื่อเมทริกซ์ความแปรปรวน
ร่วมของประชากรมีค่านอกเส้นทแยงมุมเพิ่มขึ้นแล้ว
ก าลังการทดสอบมีแนวโน้มลดลง เมื่อขนาดตัวอย่าง
เท่ากับ 30 ตัวสถิติทดสอบของ Mardia และ Kent ตัว
สถิติทดสอบของ Koizumi และคณะ และตัวสถิติ
ทดสอบของ Hanusz และ Tarasinska มีก าลังการ
ทดสอบสูงสุดและมีค่าเท่ากันในทุกแบบของเมทริกซ์
ความแปรปรวนร่วมของประชากร และเมื่อขนาด
ตัวอย่างตั้งแต่ 50 ขึ้นไป ตัวสถิติทดสอบทุกวิธีมีก าลัง
การทดสอบเท่ากันในทุกแบบของเมทริกซ์ความ
แปรปรวนร่วมของประชากร 
 

5. วิจารณ์ 
ตัวสถิติทดสอบของ Koizumi และคณะ  มี

ความสามารถในการควบคุมความผิดพลาดแบบที่ 1 
ทุกสถานการณ์ และเมื่อพิจารณาก าลังการทดสอบ 
พบว่าตัวสถิติทดสอบของ Koizumi และคณะ มีก าลัง
การทดสอบสูงเมื่อข้อมูลมีการแจกแจงทีหลายตัวแปรที่
มี df = 2 และ 4 การแจกแจงล็อกปรกติหลายตัวแปร
และการแจกแจงโคชีหลายตัวแปรในทุกสถานการณ์ 
ซึ่งสอดคล้องกับผลการศึกษาของ Hanusz และคณะ 
[13] ซึ่งระบุว่าตัวสถิติทดสอบของ Koizumi และคณะ 
ให้ก าลังการทดสอบสูงที่สุดเมื่อข้อมูลมีการแจกแจงที
หลายตัวแปรที่ม ีdf = 2 
 

6. สรุป 
การเปรียบเทียบประสิทธิภาพตัวสถิติทดสอบ 

4 วิธี คือ ตัวสถิติทดสอบของ Mardia ตัวสถิติทดสอบ
ของ Mardia และ Kent ตัวสถิติทดสอบของ Koizumi 
และคณะ  และตัวสถิติทดสอบของ Hanusz และ 
Tarasinska ส าหรับการแจกแจงปรกติหลายตัวแปรทุก
รูปแบบของเมทริกซ์ความแปรปรวนร่วมที่ก าหนดใน
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งานวิจัยนี้ พบว่าตัวสถิติทดสอบของ Koizumi และ
ค ณ ะ  แ ล ะ ตั ว ส ถิ ติ ท ด ส อ บ ข อ ง  Hanusz แ ล ะ 
Tarasinska มีความสามารถในการควบคุมความ
ผิดพลาดแบบที่ 1 ในทุกสถานการณ์ นอกจากน้ีตัวสถิติ
ทดสอบที่มีก าลังการทดสอบสูงสุดในสถานการณ์ต่าง ๆ 
ปรากฏในตารางที่ 7 ซึ่งพบว่า ตั ว ส ถิ ติ ท ด ส อ บ ขอ ง 
Koizumi และคณะ ส่วนใหญ่มีก าลังการทดสอบสูง
ที่สุดในเกือบทุกสถานการณ์ ยกเว้นในบางตัวอย่างของ
การแจกแจงทีหลายตัวแปรที่ม ีdf = 8 

ตัวสถิติทดสอบของ Mardia และตัวสถิติ
ทดสอบของ Mardia และ Kent ส่วนใหญ่มีก าลังการ
ทดสอบสูงสุด เมื่อขนาดตัวอย่างใหญ่ กล่าวคือ ตัวสถิติ
ทดสอบของ Mardia และ Kent จะเริ่มมีก าลังการ
ทดสอบสูงสุดในการแจกแจงโคชีหลายตัวแปร เมื่อ
ขนาดตัวอย่างตั้งแต่ 30 ขึ้นไป โดยทั้งตัวสถิติทดสอบ
ของ Mardia และตัวสถิติทดสอบของ Mardia และ 
Kent ส่วนใหญ่มีแนวโน้มให้ก าลังการทดสอบสูงสุดใน
การแจกแจงทีหลายตัวแปรที่มี df = 2 และการแจก
แจงล็อกปรกติหลายตัวแปร เมื่อขนาดตัวอย่างตั้งแต่ 
50 ขึ้นไป 

ตัวสถิติทดสอบทุกวิธี  ส่วนใหญ่มีก าลังการ
ทดสอบสูงสุดในการแจกแจงทีหลายตัวแปรที่มี df = 2 
และการแจกแจงโคชีหลายตัวแปร เมื่อขนาดตัวอย่าง
ตั้งแต่ 70 ขึ้นไป และการแจกแจงล็อกปรกติหลายตัว
แปร เมื่อขนาดตัวอย่างตั้งแต่ 150 ขึ้นไป 
 

7. ข้อเสนอแนะ 
7.1 งานวิจัยครั้งต่อไปสามารถใช้เกณฑ์อื่นใน

การตรวจสอบความสามารถในการควบคุมความผิด 
พลาดแบบที่ 1 ของตัวสถิติทดสอบ 4 วิธี ส าหรับการ
แจกแจงปรกติหลายตัวแปร เช่น เกณฑ์ของ Cochran 
[14] เกณฑ์ของ Bradley [15] เพื่อพิจารณาผลการวจิยั
ที่ได้ว่ายังคงเหมือนในงานวิจัยนี้หรือไม่ 

7.2  งานวิจัยครั้งนี้ต่อไปผู้สนใจอาจศึกษาการ
แจกแจงหลายตัวแปร เมื่อจ านวนตัวแปรมากกว่า 3 
หรือศึกษาตัวสถิติทดสอบวิธีอื่น ๆ เช่น ตัวสถิติทดสอบ 
BB [16] ตัวสถิติทดสอบ Tn [17] หรือศึกษาการแจก
แจงแบบอื่น ๆ เช่น การแจกแจงไวบูลหลายตัวแปร 
(multivariate Weibull distribution) [18] การแจก
แจงวอนมิสส์นัยทั่วไปหลายตัวแปร (multivariate 
Generalised von Mises distribution) [19]  
 

8. รายการอ้างอิง 
[1] สายชล สินสมบูรณ์ทอง, 2559, การวิเคราะห์ตัว

แปรหลายตัว, บริษัท จามจุรีโปรดักส์ จ ากัด, 
กรุงเทพฯ, 575 น. 

[2] ไพศาล วรค า, ส าราญ มีแจ้ง, รัตนะ บัวสนธ์ และ
อรุณี  อ่อนสวัสดิ์ , 2550, การพัฒนาวิธีการ
ทดสอบการแจกแจงปกติพหุตัวแปรแบบใหม่ 
โดยการปรับปรุงวิธีการของเฮนซ์-เซอร์เคลอร์, 
ว.จัยและวัดผลการศึกษา 5(2): 1-20. 

[3] Mardia, K.V., 1970, Measures of 
multivariate skewness and kurtosis with 
applications, Biometrika 57: 519-530. 

 [4] Mardia, K.V., 1974, Applications of some 
measures of multivariate skewness and 
kurtosis for testing normality and 
robustness studies, Indian J. Stat. Ser. 
B 36: 115-128. 

[5] Small, N.J.H., 1980, Marginal skewness and 
kurtosis in testing multivariate normality, 
J. R. Stat. Soc. Ser C 29: 85-87. 

[6] Srivastava, M.S., 1984, A measure of 
skewness and kurtosis and a graphical 
method for assessing multivariate 
normality, Stat. Prob. Lett. 2: 263-267. 



ปีที่ 27 ฉบบัที ่5 กันยายน - ตุลาคม 2562                                                                  วารสารวิทยาศาสตร์และเทคโนโลย ี

 837 

[7] Jarque, C.M. and Bera, A.K., 1987, A test 
for normality of observations and 
regression residuals, Int. Stat. Rev. 55: 163-
172. 

[8] Mardia, K.V. and Kent, J.T., 1991, Rao score 
tests of goodness of fit and 
independence, Biometrika 78: 355-363. 

[9] Rao, C.R., 1948, Large sample tests of 
statistical hypotheses concerning several 
parameters with application to problems 
of estimation, Math. Proc. Cambridge 
Philos. Soc. 44: 50-57. 

[10] Koizumi, K., Okamoto, N. and Seo, T., 
2009, On Jarque-Bera tests for assessing 
multivariate normality, J. Stat. Adv. Theor. 
Appl. 1: 207-220. 

[11] Hanusz, Z. and Tarasinska J., 2014, On 
multivariate normality tests using 
skewness and kurtosis, Colloquium 
Biometricum 44: 139-148. 

[12] Dale, J.R., 1986, Asymptotic normality of 
goodness-of-fit statistics for space 
product multinomials, J. R. Stat. Soc. Ser 
B 48: 48-59.  

[13] Hanusz, Z., Enomoto, R., Seo, T. and 
Koizumi, K., 2017, A Monte Carlo 
comparison of Jarque-Bera type tests and 

Henze-Zirkler test of multivariate 
normality, Commun. Stat. Simulat. 
Comput. Forthcom. 47: 1439-1452. 

[14] Cochran, W.G., 1947, Some consequences 
when the assumptions for the analysis of 
variance are not satisfied, Biometrics 3: 
22-38.  

[15] Bradley, J.V., 1978, Robustness?, Brit. J. 
Math. Stat. Psy. 31: 144-152. 

[16] Tenreiro, C., 2017, A new test for 
multivariate normality by combining 
extreme and nonextreme BHEP tests, 
communication in statistics, Simulat. 
Comput. 46: 1746-1759. 

[17] Zhou, M. and Shao, Y., 2014, A powerful 
test for multivariate normality, J. Appl. 
Stat. 41: 351-363. 

[18] Shahbaz, S.H., Al-Sobhi, M., Shahbaz, M.Q. 
and Al-Zahrani, B., 2018, A new 
multivariate Weibull distribution, Pak. J. 
Stat. Oper. Res. 41: 75-88. 

[19] Navarro, A.K.W., Frellsen, J. and Turner, 
R.E., 2017, The multivariate Generalised 
von Mises distribution: Inference and 
applications, pp. 2394-2400, 31th AAAI 
Conference on Artificial Intelligence (AAAI-
17), San Francisco. 

 

https://www.tandfonline.com/toc/cjas20/current
https://www.tandfonline.com/toc/cjas20/current

