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Abstract

The objectives of this study were to evaluate and compare the performances of 5
classification methods: Naive Bayes, k-nearest neighbors, decision tree, artificial neural network, and
support vector machine and to compare the sampling methods by SPSS and WEKA. The
performance measures were prediction accuracy, mean squared error, and mean absolute
deviation. In sampling methods comparison, the data sets used were a data set on the prevalence
of breast cancer in Wisconsin, USA, another data set on the prevalence of diabetes in Pima people,
India, and another one on Taiwanese customer’s payment through credit card. Each of these data
sets were divided into three smaller sets: training, validating, and testing sets at a proportion of
70:20:10. Using Highlight Exceptions add-in to examine outliers. For the prevalence of breast
cancer data set, the best classification method was the artificial neural network method in
combination with the SPSS sampling method. For both the prevalence of diabetes and payment
through credit card data sets, the best classification method was the k-nearest neighbors’ method
in combination with either SPSS or WEKA sampling method. The data sets that had a moderate to
high number of outliers favored the same classification method while the data set that had a low

number of outliers did not favor the same classification method as those two mentioned above.

Keywords: outlier; Naive Bayes; k-nearest neighbors; decision tree; artificial neural network; support

vector machine
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random sampling, SRS) gu9113u 3 58U lAEN1s
nundaavduiien (random seed) 1y 10, 20,
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Random Number Generators — Tus 84 Active
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(3) Tuv' 93 Active Generator
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Fixed Value — Tute3 Value fuuadu 10, 20,
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Percent So8ay 70 = Apply — Save LJulnd
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(4) AAn Resample —> ABINITLUI
Toyaseuay 20 — fmua Invert Selection 18u
True — No Replacement Ju True - Sample
Size Percent S 08 8% 70 —> Apply — N11un
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(5) AAN Resample — ABINITHUI
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Foway 100.0000 F5lAsa18UsEAMTIEN N15EY
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WpnLuUd
WEKA 97.1429 0.0282 0.0285
weuthulndan | - SPSS 100.0000 0.0002 0.0121
k #2 WEKA 100.0000 0.0005 0.0115
o SPSS 98.5714 0.0114 0.0229
suliifindula
WEKA 98.5714 0.0135 0.0271
JEEARE SPSS 100.0000 0.0000 0.0013
Uszamiiioy WEKA 98.5714 0.0136 0.0274
dnwesaanmes|  SPSS 98.5714 0.0143 0.0143
WYY WEKA 97.1429 0.0286 0.0286
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a1319il 2 gedeyalsrusisausuuvessyianoudu lnonsduiietne Random Seed 20
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WEKA 98.5714 0.0143 0.0143
wWieudnilndan | SPSS 100.0000 0.0002 0.0133
k 6 WEKA 100.0000 0.0002 0.0119
o e SPSS 98.5714 0.0139 0.0279
sulilfindula
WEKA 100.0000 0.0000 0.0000
A3y SPSS 100.0000 0.0000 0.0013
Uszamiiiey WEKA 100.0000 0.0000 0.0013
Fumadnanmes|  SPSS 98.5714 0.0143 0.0143
WNTY WEKA 100.0000 0.0000 0.0000

liA1AugnAeIaIgn Ae Sosay 100.0000 I3
suliidndulauasIsdnnedannmeosuuydu nsdu

#281U5wN5U WEKA TaAannLAd aun1aaded

a o

\aAEsaR fio 0.0000 uazlimddesuudiysel
\adEsEn Fio 0.0000

4.2 ¥adayalsAluInIIUYBIBIIN LI
Ussimedulfe

983

' ¢

\Juyadoyadifaueninaueiszfuliu
nad

5197l 4 Biftoutnilndan k ér ns
quaelusunsu SPSS uay WEKA lviananugnsies
g9gn Ao Yowaz 100.0000 lsirAaaLAdoui1&d
aaladusngn Ao 0.0002 warlwAdudoauy

duysaladedngn Ae 0.0127
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M1399 4 Yadeyalsalumvuver s Ussmeduse lnen1sdudieg1a Random Seed 10

Brsdwun | Waunsu | eanugndles | ranandeuindiaeaads | Adaudsauudiysaiiade
- . SPSS 75.3247 0.1648 0.2930
WpNLUd
WEKA 79.2208 0.1638 0.2409
wWewtmilndga | SPSS | 100.0000 0.0002 0.0127
k 12 WEKA 100.0000 0.0002 0.0127
o e - SPSS 87.0130 0.1041 0.2081
sulilfindula
WEKA 81.8182 0.1482 0.2964
JGENRE SPSS 87.0130 0.1176 0.2227
Uszaiiiou WEKA 88.3117 0.1002 0.1955
Fneianmes |  SPSS 71.4286 0.2857 0.2857
My WEKA 75.3247 0.1648 0.2930

A1919% 5 Yadeyalsnumuvesn il Ussinasuise lagnisgusiegs Random Seed 20

FBrsdwun | TWsunsu | enugndles | maanandeuindsaenads | Adiudsauudiysaiiade
- . SPSS 72.7273 0.2031 0.2923
WpnLud
WEKA 76.6234 0.1736 0.252
wWeutilndgn | SPSS 100.0000 0.0002 0.0127
k #2 WEKA 100.0000 0.0002 0.0127
o e - SPSS 84.4156 0.1257 0.2514
suliidndula
WEKA 88.3117 0.0892 0.1784
JEEALRE SPSS 84.4156 0.1321 0.2554
Ussaifien | WEKA 89.6104 0.0920 0.1751
Funwasanmes|  SPSS 75.3247 0.2467 0.2468
WNTY WEKA 79.2208 0.2077 0.2078
ms1e7l 5 Biileutulndgn k ¢ ns M99 6 Fiiteuthulndan k f nsda

duaelusunsu SPSS uaz WEKA lvidnanugneies  aaelusunsy SPSS wag WEKA Tvia1ai1ugnaes

gegn Ae Seway 100.0000 TiAAaARGoUiIaY  geqa Ae Seway 100.0000 lriA1Aa1ALAGioun1as
dauadudngn Ao 0.0002 warlvimdrudesnuy  @euafudian Ao 0.0002 wazlviaArdiudeauy
duysoladesian Ae 0.0127 duysaladesngn Ae 0.0127
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215815 Imemansuazinalulad

M13199 6 Yadeyalsalumvuyesriil Useinaduide 1nen1sgudieg s Random Seed 30

Brsdwun | Waunsu | eaugndies | mranandeuindiaeaads | Adiudsauudiysaiiade
- . SPSS 74.0260 0.1722 0.2723
WpnLUd
WEKA 81.8182 0.1443 0.2109
ieuthulndan | SPSS 100.0000 0.0002 0.0127
k 613 WEKA 100.0000 0.0002 0.0127
o wve - SPSS 93.5065 0.0556 0.1112
sulilfindula
WEKA 87.0130 0.1092 0.2185
A5 SPSS 85.7143 0.1220 0.2456
Uszanniiie WEKA 92.2078 0.0701 0.1387
Fnesannmes|  SPSS 727273 0.2727 0.2727
WY WEKA 83.1169 0.1688 0.1688

4.3 ¥adayan15d1seiiuaeinsiasaAn

Y29gnAI

Dudeyanfidueninaeissiuas

a _ aa A o 1% @
M15199 7 FBeeudulngan k 67 N3

Y
q
a v

Fg9dm AD I98RY

Y 9

duamelusinsu SPSS uag WEKA TiA1a1ugnaes

100.000 T¥AnAaIALAA DUANAS

daundsd@n Ao 0.0002 warliAdwdesuu

q

o

duysalindesingn fe 00149

51971 8 FRieuthulndan k f g
A2glUsUNTU SPSS uag WEKA Tvirimnugnaes
g9gn Ao fowaz 100.0000 lriAAaiaLAdoui1&d
aodadnsingn Ao 0.0002 warliddudouuy
duysaliadesngn fe 0.0149

m3i 9 Teuthulngan k d1 n1s

M19197 7 Yadayan1stisriunieUnsiasinvesgnan lnen1sdusiegs Random Seed 10

FBasdwun | Wsunsu | Manugndes | Aeaandouriidsaenads |rdulouuduysaliade
- . SPSS 53.8462 0.4444 0.4579
WaNLUd
WEKA 67.6923 0.3085 0.3329
Weutilndgn | SPSS 100.0000 0.0002 0.0149
k #2 WEKA 100.0000 0.0002 0.0149
o v ve - SPSS 96.9231 0.0284 0.0568
suliidndula
WEKA 95.3846 0.0393 0.0785
lAsee SPSS 92.3077 0.0700 0.1381
Uszamiiioy WEKA 93.8462 0.0565 0.1113
Funainanmes|  SPSS 81.5385 0.1846 0.1846
ha T WEKA 84.6154 0.1538 0.1538
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A19199 8 Yadeyan1stszRusmetnsiasinuesgnan 1nen1sgusieg s Random Seed 20

Brsdwun | Wsunsu | eaugndes | mranandeuindiaeaads | Adiudsauudiysaiiade

- . SPSS 53.8462 0.4331 0.4491
WpnLUd

WEKA 72.3077 0.2236 0.2790

iWeuthulndgn | SPSS 100.0000 0.0002 0.0149

k #13 WEKA | 100.0000 0.0002 0.0149

o e SPSS 96.9231 0.0286 0.0571
suliifindula

WEKA 89.2308 0.0900 0.1800

JGERALRE SPSS 87.6923 0.0823 0.1670

Uszamiiiey WEKA 87.6923 0.1075 0.2062

Funeinanges|  SPSS 75.3846 0.2461 0.2462

WY WEKA 81.5385 0.1846 0.1846

A19197 9 Yadeyan1ITTERUMLURsATAnYeIgNAn lnen13duiiag1e Random Seed 30

FBrsdwun | Tsunsu | enugndies | Aranandeuindwaenads | Adiudsauudiysaiiade
- SPSS 60.0000 0.3714 0.4011
WpnLUd
WEKA 61.5385 0.3049 0.3465
wWieutnilndan | SPSS 100.0000 0.0002 0.0149
k #2 WEKA 100.0000 0.0002 0.0149
o e - SPSS 89.2308 0.0960 0.1919
suliidndule
WEKA 98.4615 0.0103 0.0205
lAsae SPSS 95.3846 0.0438 0.0857
Uszanniiie WEKA 96.9231 0.0298 0.0562
Funwasanmes|  SPSS 86.1538 0.1385 0.1385
WYY WEKA 80.0000 0.1999 0.2000

duamelusunsu SPSS uag WEKA lviananugneias
4940 Aa Jogar 100.000 liAAaIALARBUAIRY
dodnded1an e 0.0002 wazliAdnudeuuy

o L4

duysalinfedingn Ae 0.0149

5. #5UNaN15338

ANSAUAI AT AN IUNITIIAIUB NN

v a

ladaya 3 gn lsauziiudunvesyianeudu
Random Seed 10, 20 357iUszAnSamggn Ao
A8lAsevngUszamiiiouveslusunsy SPSS A1

AUQNADY AR Fogar 100.0000 A1ARIAARDY

[

asaedndy Ae 0.0000 AdTsLUNduYTal
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215815 Imemansuazinalulad

a

Laﬁlﬂ f® 0.0013 wag Random Seed 30 ﬁﬁlﬁ

N

Usgdniamgegn Ae I5Aulildndulouazis

FNNDSALINLADS BUITUVB I UTWATH WEKA Han

ANNYNABY AB F08aY 100.0000 A1ARIALARDY

[

Masapuade Ao 0.0000 AdulsLUUFuYTal

a

@AY Ae 0.0000 1SAUNNINUVBIV1INUN Usend

ada

P

a

ULy Random Seed 10, 20, 30 159 dUszans
amigsan Ae Fftouthulndga k dveslusunsy
SPSS Ay WEKA fiA1A1ugNAed AD Joay
100.0000 ArAaaLpdeufdsasaads Ao 0.0002
Adudonvuduysaliads Ao 0.0127 wagnis
F152urgUnIIATANYe3gnA1 Random Seed
10, 20, 30 FAUsEAMBAMGIaR Ao Titoutiu
Tnaan k d2vedlusunsu SPSS wag WEKA die
ANugnKes A $evar 100.0000 ArAaALAABY
fdsaeaads A 0.0002 Adudssuuduysal
\ade Ao 0.0149

adaa

Gﬁ’qﬂfuiiﬂmL%ﬂﬁmmaﬁgiaﬂau%u R
UsgdnBnmgean Ae BlaseeUssamiiien loy
N5guvaslUsingy SPSS TsALUMINUYBN I
Usemeduiil FB7iUszavsnmgean e Tileu
tulnaan k 67 lnenisduveslusunsy SPSS uax
WEKA uagn13915zkiuniginsinsinuesgnean 18
fifluszansamgean fe FBiileutulndan k
laen1sguvadlusunsy SPSS wag WEKA yadeya
Aflehueninamioglusyiuuunatsuazgdlinanis

FUuNNmdouiy Faunne199nyadoyanian

o

YDALNUNLUTEA U

v
6. UBLAUDLLUY
MIIATIERATUBANA TUTUNANNISWUS

wiweu IdelaRumdoyadnnunilannsiaaey

ATUBNLNAA WUIITATBYTENTIIE 0-10 FIUUY

987

v

<, ' = ° = ~
voyanandu 3 119 A A1 UIUNAIS @3 9013l

1% -

Toyadu q NiAmennullldeglugisdisngn

U

7. 57971591999
[1] 2903384 1935y, 2556, N13NTIVABUAIUBN
nauattuiIeg19duIINUTEINTUINA, TN
dnusUsyaln, aarvudunanmuuinig
ATENS, NFINNI.

T12A 3583TmT8, 2553, N1SAUNNNATA
mﬁaﬁagaLﬁaa%'wimmamﬁmiwﬂiﬂ
galud®, un1Inerdusivd gaiugiuni,
NFWNNI.
Sriwiboon, N., 2016, A comparative
efficiency of data mining algorithms for
analysis of factors affecting the cancer,
SNRU J. Sci. Technol. 8: 344-352,

Priya, R. and Aruna, P., 2012, SVM and
neural network based diagnosis of
diabetic retinopathy, Int. J. Comp. Appl.
41: 6-12.

a a

Anfiwa Juas, 35Ams WearngTaun wave
S04 qUR, 2552, NM5As1es T veves
1AM, NIFUTEYUTVINITUNIANA
Fureufinneiuasmaluladansaume ass
7 5, umInedumalulainszaounanse
uATNTE, NTUNNA.

Y o

Heiiles, iMIAl Leasfds,

1

LAY §IUAS, 17
N3 runATe, used NG waznes 183,
2552, mslvmzuunduielagisnsiumiles
ToUANWLNATATUNDS ALINLADS WU

Y

SN IS BN LT A NwaE N LT aNS IUAU

a

ANSTIAINISILLADS ML AULAUAIETT AU

WUUN3Y, N5UTEYUTVINITIEAUTIAAY
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(9]

Aeufinmosuazmaluladansaume adai 5,
NAIN N UNALUIATNIZIOUNAINTZUAT
wille, NTBNNA.

NEsan wANIS, 2555, nsldmilesdays
HrglunsindulanisTidude, Inendnus
USyaun o, unmInendegsnadmuding,
NFANNI.

'

135085 558U, 390U ALUFITAUNIA

q

s

WALaIgINT d3aY, 2557, SUUNTIMUNITUS
o195l TEAITIMUAUIB WY, @1
Ingnsmeuimeskazinaluladansaune
ANYINEIAERNS UNINEREI1VAanT5NT,
A5l

Troyanskaya, O., Cantor, M., Sherlock, G.,
Brown, P., Hastie, T., Tibshirani, R., Botstein,
D. and Altman, R.B., 2001, Missing values

estimation methods for DNA microarrays,

Bioinformatics 17: 520-525.

[10] 5351 s5uaud, 2554, SyUUATIUAYUNNT

988

fadulalunsidenldunainadumesidnile
felagliduliiindula, annaeuiiumeigsia
ANEUTMNTTIND INLIFUTIYNGNY, NTUNNCI.
i deoiies, wys 189 uaziay 5I5UAS,
2553, sl guiguused@ns nanuay
Aasgrimsduundeyamelasengyszam
Wigs FRNasALNNBSUUBTU UIDWLUE uag
wATLIETLTARLULUDS, N15UTEYUTVINT
STAUIIRA1UABNN ILABS Wasinalulad
ansauwa adedt 5, swinerdonalulad
NILIDUNAMITTUATINLD, NTHNNI.

391 A2g3550l, 2549, N1INTINTUKALNIS
wAlanisanesavesn nlnelddnnese
LINLADT LNTT Y, Inednwus U yayly,
UAINGINUNALUIATNIEAOUNAINTZUAT
wille, NguNeL.

agva ﬁuaugim‘waq, 2558, N15YINLHLI B4
Yoya Data Mining, 91133 1Ussn (311in),

Y

NIWNN.



