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บทคัดย่อ 
การคำนวณหาระยะห่างระหว่างข้อมูลถือเป็นขั ้นตอนสำคัญของการวิเคราะห์การจัดกลุ ่ม (cluster 

analysis) ทั้งนี้การค้นหามาตรวัดที่เหมาะสมถือเป็นกระบวนการสำคัญเมื่อ วิเคราะห์การจัดกลุ่มสำหรับข้อมูล
อนุกรมเวลา เนื่องจากการเลือกใช้วิธีคำนวณระยะห่างระหว่างข้อมูลที่แตกต่างกันสามารถส่งผลให้ผลลัพธ์ของการ
จัดกลุ่มแตกต่างกัน งานวิจัยนี้เป็นการเปรียบเทียบประสิทธิภาพของวิธีการจัดกลุ่มข้อมูลด้วยวิธีวัดระยะห่างสำหรับ
ข้อมูลอนุกรมเวลา 8 วิธี ประกอบด้วย (1) Euclidean (2) Minkowski (3) dynamic time warping (4) Chouakria-
Douzal (5) Piccolo (6) Maharaj (7) discrete wavelet transform และ (8) cepstral-based distance โดย
การเปรียบเทียบทั้งในส่วนของข้อมูลจำลองและข้อมูลจริง ในส่วนของข้อมูลจำลองที่ใช้ในการศึกษานั้นสร้างมาจาก
ตัวแบบ ARIMA จำนวนทั้งสิ้น 14 ตัวแบบ และในส่วนข้อมูลจริงนั้นได้นำราคาปิดรายวันของ 68 หลักทรัพย์ ที่ผ่าน
การคัดเลือก 100 อันดับแรก ในตลาดหลักทรัพย์แห่งประเทศไทย (SET100) ในระหว่างเดือนมกราคมถึงเดือน
เมษายน ปี พ.ศ. 2561 มาใช้ในการเปรียบเทียบ ผลการศึกษาพบว่ามาตรวัดระยะแบบ Dynamic Time Warping 
ให้ประสิทธิภาพในการจัดกลุ่มดีที่สุดทั้งในชุดข้อมูลจริงและชุดข้อมูลจำลอง 

 

คำสำคัญ : มาตรวัดระยะห่าง; การวิเคราะห์การจัดกลุ่ม; ข้อมูลอนุกรมเวลา 
 

Abstract 
One important step in cluster analysis is to determine a distance or dissimilarity measure 

between data objects.  Searching for suitable measure is an important process for time series 
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clustering since a various measure of dissimilarity designed for time- series data could lead to 
different cluster solutions.  This research is a comparative study of the effectiveness of 8  distance 
measures for time- series dataset:  ( 1)  Euclidean, ( 2)  Minkowski, ( 3)  dynamic time warping, ( 4) 
Chouakria-Douzal, (5) Piccolo, (6) Maharaj, (7) discrete wavelet transform, and (8) cepstral-based 
distance.  This study extends prior research by using both real and simulated data for the 
comparison of clustering results.  The simulated data is generated from 14 ARIMA processes.  The 
real data is the daily stock close prices of 68 listed companies that are included in the list of stocks 
in stock exchange of Thailand 100 ( SET100)  index during January-April 2018.  The results suggest 
that dynamic time warping is the most effective measure in both real and simulated data. 
 

Keywords: distance measure; cluster analysis; time-series data 
 
1. บทนำ 

การวิเคราะห์การจัดกลุ่ม (cluster analysis) 
เป็นเทคนิคการจัดข้อมูลที่มีลักษณะเหมือนกันหรือ
คล้ายกันไว้ในกลุ ่มเดียวกัน และข้อมูลที ่มีลักษณะ
ต่างกันก็จะจัดไว้ต่างกลุ่มกัน การวิเคราะห์การจัดกลุ่ม
ข้อมูลนี้เป็นเทคนิคที่นิยมใช้กันอย่างแพร่หลายในด้าน
ต่าง ๆ เช่น ส ังคมศาสตร ์ การแพทย์ การตลาด 
การศึกษา เนื ่องจากผู้วิเคราะห์ไม่จำเป็นต้องทราบ
จำนวนกลุ่มของข้อมูลมาก่อน หรือระบุจำนวนกลุ่มของ
ข้อมูลไม่ได้ [1] สุชาติ [2] กล่าวถึงการใช้การวิเคราะห์
การจัดกลุ่มว่าผู ้วิเคราะห์จำเป็นต้องคำนวณหรือวัด
ระยะห ่างระหว ่างข ้อม ูล (distance) ก ่อนใช้การ
วิเคราะห์การจ ัดกลุ ่ม ซ ึ ่งการเล ือกใช้ว ิธ ีคำนวณ
ระยะห่างระหว่างข้อมูลที่แตกต่างกันสามารถส่งผลให้
ผลลัพธ์ของการจัดกลุ่มแตกต่างกันได้ [3,4] 

มาตรวัดความห่างระหว่างข้อมูลสามารถทำ
การคำนวณได ้หลายแบบ ได ้แก่  ระยะห ่างแบบ 
Euclidean (Euclidean distance)  ระยะห ่างแบบ 
Manhattan (Manhattan distance) ระยะห่างแบบ 
Chebychev (Chebychev distance) เป็นต้น อย่างไร
ก็ตาม วิธีการคำนวณระยะห่างท่ีกล่าวมานั้นมีข้อจำกัด
ในการนำไปใช้กับเวกเตอร์ของชุดข้อมูลอนุกรมเวลา 

(time-series data) ซึ ่งเป็นข้อมูลที่มีการเคลื่อนไหว
ของค่าข้อมูลอย่างต่อเนื ่องและสามารถอธิบายการ
เคล ื ่อนไหวดังกล ่าวด ้วยค่าสหสัมพันธ ์ในตัวเอง 
(autocorrelation) ดังนั้นหากนำวิธีการวัดระยะห่าง
สำหรับชุดข้อมูลภาคตัดขวาง (cross-sectional data) 
ไปใช้กับชุดข้อมูลอนุกรมเวลานั้น ก็อาจส่งผลให้การ
วิเคราะห์การจัดกลุ่มเกิดความผิดพลาดได้ เนื่องจาก
วิธีการวัดระยะห่างเหล่านั้นไม่ได้พิจารณาถึงโครงสร้าง
สหส ัมพ ันธ ์  (correlation structure) ในช ุดข ้อมูล
ประเภทอนุกรมเวลา [5,6] 

ความท้าทายประการหนึ่งสำหรับการใช้การ
วิเคราะห์การจัดกลุ่มในชุดข้อมูลอนุกรมเวลา คือ มาตร
วัดระยะห่างสำหรับข้อมูลชนิดนี้มีจำนวนมาก [7,8] 
Kianimajd และคณะ [9] แบ ่งมาตรว ัดระยะห ่าง
สำหรับอนุกรมเวลาออกเป็น 2 กลุ่ม โดยกลุ่มแรก คือ 
มาตรวัดระยะห่างอนุกรมเวลาแบบขอบเขตเวลา 
(time domain distance measure) ซึ่งเป็นมาตรวัด
ที่เน้นศึกษารูปแบบการเคลื่อนไหวท่ีเหมาะสมที่สุดของ
ชุดอนุกรมเวลาเมื่อเวลาเปลี่ยนไป ประกอบด้วยมาตร
ว ั ด ร ะยะแบบ  Minkowski มาตร ว ั ด ร ะยะแบบ 
dynamic time warping (DTW) [10] มาตรวัดระยะ
แบบ Chouakria-Douzal [11] มาตรวัดระยะแบบ 
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Piccolo [12] มาตรวัดระยะแบบ Maharaj [13,14] 
เป็นต้น ส่วนกลุ่มที่สอง คือ มาตรวัดระยะห่างฐาน
เปลี ่ยนรูป (transform-based distance measure) 
ซ ึ ่ ง เป ็นมาตรว ัดท ี ่ ใช ้การแปลงฟ ูเร ียร ์  ( Fourier 
transform) กับชุดข้อมูลอนุกรมเวลา เพื่อแปลงข้อมูล
ให้อยู่ในรูปแบบขอบเขตความถี่ (frequency domain) 
และจ ัดให ้ เป ็นข ้อม ูลท ี ่อย ู ่ ในร ูปแบบ sine หรือ 
consine ในทางตรีโกณมิติ ประกอบด้วยมาตรวัดระยะ
แบบการแปลงเวฟเล ็ตแบบเต ็มหน่วย  (discrete 
wavelet transform, DWT) [15,16] มาตรวัดระยะ
แบบ cepstral-based [17] เป็นต้น 

Kianimajd และคณะ [14] เปรียบเทียบความ 
ถูกต้องของการใช้การวิเคราะห์การจัดกลุ่มจำนวน 20 
กลุ่ม เมื ่อใช้มาตรวัดระยะห่างสำหรับอนุกรมเวลาที่
ต่างกัน โดยใช้ข้อมูลระบบหัวใจและหลอดเลือดของ
คนไข้แต ่ละคน ได ้ข ้อสร ุปว ่ามาตรวัดระยะแบบ 
Chouakria-Douzal และมาตรวัดระยะแบบ discrete 
wavelet transform ให้ผลความถูกต้องที่ดีกว่าการวัด
ระยะแบบอื่น แต่งานวิจัยนี้ก็ยังไม่มีการจำลองข้อมูล
อนุกรมเวลาเพื่อศึกษาและเปรียบเทียบประสิทธิภาพ
ของการใช้การวิเคราะห์การจัดกลุ่ม 

Pertega และ Vilar [18] เปรียบเทียบประสทิธิ 
ภาพของการใช้การวิเคราะห์การจัดกลุ่มด้วยมาตรวัด
ระยะห่าง 3 แบบ ประกอบด้วยมาตรวัดระยะแบบ 
dynamic time warping มาตรวัดระยะแบบ Piccolo 
และมาตรวัดระยะห่างแบบ Euclidean ในชุดข้อมูล
อนุกรมเวลาที ่จำลองด้วยตัวแบบ autoregressive 
moving average (ARMA) ได้ข้อสรุปว่าการวัดระยะ
แบบ dynamic time warping ให้ผลความถูกต้องที่
ดีกว่าการวัดระยะ 2 แบบที่เหลือ ส่วน Kalpakis และ
คณะ [17] เปรียบเทียบความถูกต้องของการใช้การ
วิเคราะห์การจัดกลุ่มด้วยการวัดระยะห่างในกลุ่มมาตร
วัดระยะห่างฐานเปลี่ยนรูป โดยใช้ชุดข้อมูลอนุกรม

เวลาที่จำลองด้วยตัวแบบ ARIMA ได้ข้อสรุปว่ามาตร
วัดระยะแบบ cepstral-based ให้ผลความถูกต้องที่ดี
ที่สุดในมาตรวัดระยะห่างกลุ่มมาตรวัดระยะห่างฐาน
เปลี่ยนรูป 

การศึกษาครั้งนี้ ผู้วิจัยสนใจที่จะขยายขอบเขต
งานว ิจ ัยของ Pertega และ Vilar, Kianimajd และ
คณะ และ Kalpakis และคณะ เพื่อเปรียบเทียบความ
ถูกต้องของการใช้การวิเคราะห์การจัดกลุ ่มสำหรับ
ข้อมูลอนุกรมเวลา เมื่อใช้มาตรวัดระยะ 8 แบบ ที่อยู่
ในกลุ่มมาตรวัดระยะห่างอนุกรมเวลาแบบขอบเขต
เวลาและกลุ่มมาตรวัดระยะห่างฐานเปลี่ยนรูป โดยใช้
ชุดข้อมูลอนุกรมเวลาที ่จำลองด้วยตัวแบบ ARIMA 
และใช้ช ุดข้อมูลจร ิงของราคาปิดรายวันของ 68 
หลักทรัพย์ ในดัชนี SET 100 ของตลาดหลักทรัพย์แห่ง
ประเทศไทย ตั้งแต่วันที่ 3 มกราคม พ.ศ. 2561 ถึง
วันที่ 30 เมษายน พ.ศ. 2561 ทั้งนี้ผู้วิเคราะห์ข้อมูล
สามารถนำผลวิจัยที่ได้ไปใช้ในการวางแผนหรือใช้เป็น
แนวทางในการเลือกมาตรวัดระยะห่างสำหรับการ
วิเคราะห์การจัดกลุ ่มของชุดข้อมูลอนุกรมเวลาใน
อนาคตได้ 
 

2. วิธีการวิจัย 

2.1 มาตรวัดระยะห่างและทฤษฎีที่เกี่ยวข้อง 
2.1.1 มาตรวัดระยะห่างในข้อมูลอนุกรม

เวลา 
ข้อม ูลประเภทอนุกรมเวลามีความ 

สำคัญมากในงานวิจัยหรืองานวิเคราะห์ที่มีลักษณะการ
เก็บข้อมูลแบบตามลำดับ (temporal ordering) ซึ่ง
มักจะเกิดขึ้นในด้านการแพทย์ที่เก็บข้อมูลจากคนไข้
ตามระยะเวลาที ่ทดลอง หรือในด้านการเงินที ่เก็บ
ข้อมูลงบการเงินของแต่ละบริษัทเป็นประจำ แม้กระทั่ง
ในด้านวิทยาศาสตร์และสิ่งแวดล้อมที่มักจะมีข้อมูล
เกิดขึ้นอย่างต่อเนื่อง การนำเทคนิคเหมืองข้อมูล (data 
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mining) โดยเฉพาะการวิเคราะห์การจัดกลุ่มไปใช้ใน
การวิเคราะห์ข้อมูลเหล่านี ้จ ึงเกิดขึ ้นอยู ่เสมอ [3] 
สามารถแสดงตัวอย่างงานวิจัยท่ีเกี่ยวข้องดังตารางที่ 1 

ตารางที ่1 จะเห็นว่ามีการเลือกวิธีวดั 

ระยะห่างระหว่างข้อมูลที่ต่างกันในแต่ละงานวิจัย ซึ่งใช้
การว ิเคราะห์การจ ัดกล ุ ่มก ับข้อม ูลอนุกรมเวลา 
เนื่องจากการเลือกวิธีวัดระยะห่างที่ต่างกันจะส่งผลต่อ
ผลลัพธ์ของการวิเคราะห์การจัดกลุ่มที่ต่างกัน

 
ตารางที่ 1  การประยุกต์ใช้การวิเคราะห์การจัดกลุ่มในข้อมูลอนุกรมเวลาและวิธีการวัดระยะห่างท่ีเกี่ยวข้อง 
 

งานวิจัย ข้อมูล มาตรวดัระยะห่างระหว่างข้อมูล 
Khan และคณะ [19]  การเงิน Euclidean  

Kremer และคณะ [20]  สภาพอากาศ dynamic time warping 
Niennattrakul และ Ratanamahatana [21]  ระบบสื่อสาร dynamic time warping 

Jixue 22] การเงิน discrete wavelet transform 
Verdoolaege และ Rosseel [23] FMRI discrete wavelet transform 

Baragona [24]  สาธารณะ Chouakria-Douzal 
Lhermitte [25] สภาพแวดล้อม Minkowski 

 
2.1.2 การคำนวณค่าระยะห่างในข้อมูล

อนุกรมเวลา 
กำหนดให้ ( )

1 2
( ) , , ....,

N
X t X X X=

และ ( )
1 2

( ) , , ....,
N

Y t Y Y Y=  ค ือ เวกเตอร ์ของชุด
ข้อมูลอนุกรมเวลา 2 ชุด ที่เก็บมาตามลำดับเป็นจำนวน 
𝑁 ระยะเวลา สามารถคำนวณระยะห่างข้อมูลอนุกรม
เวลา ( ( ), ( ))D X t Y t  ด้วยวิธีต่าง ๆ ได้ดังนี้ 

( 1 )  ร ะ ย ะ ห ่ า ง แ บ บ  Euclidean 
(Euclidean distance) วิธ ีว ัดระยะห่างแบบยุคลิด
สำหรับอนุกรมเวลานั้น เป็นการคำนวณระยะห่างท่ีง่าย
ที่สุดในวิธีการคำนวณทั้งหมด โดย Lhermitte และ
คณะ [26] เสนอสูตรในการคำนวณดังนี้ 

2

1

( ( ), ( ))

N

i i

i

D X t Y t X Y
=

= −  (1) 

ซึ่งข้อเสียหลักของวิธีวัดระยะห่างแบบ Euclidean คือ 
ไม่สามารถวัดระยะห่างของข้อมูลอนุกรมเวลาที ่มี
จำนวนระยะเวลาในการเก็บไม่เท่ากัน 

( 2 )  ร ะ ย ะ ห ่ า ง แ บ บ  Minkowski 
( Minkowski distance)  ว ิ ธ ี ว ั ด ร ะ ย ะ ห ่ า ง แ บ บ 
Minkowski สำหรับอนุกรมเวลาสามารถคำนวณดังนี ้

1/

1

( ( ), ( ))

p
N

p

i i

i

D X t Y t X Y
=

= −
 
 
 
  (2) 

โดยที ่ 𝑝 เป็นจำนวนเต็มบวก แต่ถ้า 𝑝 = 2 วิธ ีวัด
ระยะห่างน้ีจะเป็นวิธีวัดระยะห่างแบบ Euclidean 

(3) ระยะห ่างแบบ dynamic time 
warping (dynamic time warping distance)  โ ดย
Sanko และ Kruskal [9] เสนอวิธีวัดระยะห่างแบบ 
dynamic time warping ซ ึ ่ งเป ็นว ิธ ีกำหนดพลวัต 
(dynamic programming)  ท ี ่ ม ี ค ว ามแม ่ นยำสู ง 
สามารถใช้วัดความต่างระหว่างข้อมูลอนุกรมเวลา 2 
ชุด ที ่มีจำนวนระยะเวลาในการเก็บไม่เท่ากัน โดย
กำหนดใหข้้อมูลอนุกรมเวลา 2 ชุด เป็นดังนี ้ 
𝑋(𝑡) = 𝑋1 , 𝑋2 , … , 𝑋𝑒  , … , 𝑋𝑁   ขนาด 𝑁 ระยะเวลา 
𝑌(𝑡) = 𝑌1 , 𝑌2 , … , 𝑌𝑓  , … , 𝑌𝑀 ขนาด 𝑀 ระยะเวลา  
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ซึ่งมีข้ันตอนในการคำนวณระยะทางดังนี้ 
(3.1) สร้างเมทริกซ์ขนาด 𝑁 x 𝑀 มิติ 

เมื ่อส่วนประกอบที ่ (𝑒𝑡ℎ , 𝑓𝑡ℎ) ของเมทริกซ์ คือ 

ระยะห่างกำลังสอง (squared distance) ของ 𝑋𝑒  และ 
𝑌𝑓 

𝑑(𝑋𝑒  , 𝑌𝑓) = (𝑋𝑒 − 𝑌𝑓) 2              (3)          
(3.2) หาเส้นทางการวอร์ป (warping 

path) ทั้งหมดที่เป็นไปได้ โดยเส้นทางการวอร์ป คือ 
เส้นทางการเคลื่อนที่จาก (1,1) ถึง (𝑁, 𝑀) มีได้หลาย
รูปแบบ ดังแสดงในรูปที่ 1 
 

 
 

รูปที่ 1  เส้นทางการวอร์ป (warping path) 
 

(3.3) ดังนั้นเส้นทางที่ดีที่สุด คือ เส้น 
ทางที่มีต้นทุนการวอร์ป (warping cost) ต่ำที่สุดเมื่อ
เปรียบเทียบกับเส้นทางการวอร์ปทั้งหมดที่เป็นไปได้ 
การวัดระยะห่าง dynamic time warping ที่มีต้นทุน
ต่ำที่สุดระหว่าง 𝑋(𝑡) และ 𝑌(𝑡) สามารถคำนวณดังนี ้

𝐷(𝑋(𝑡), 𝑌(𝑡)) = 𝑚𝑖𝑛√∑ 𝑤𝑔
𝐺
𝑔=1  (4) 

โดย 𝑤𝑔 คือ องค์ประกอบของเมทริกซ์เส้นทางวอร์ป 
(𝑖, 𝑗)𝑔 ในรูปที ่ 1 และเป็นองค์ประกอบที ่ 𝑔 ของ
เส้นทางการวอร์ป (warping path) จนถึง (𝑁, 𝑀) และ 
𝐺 คือ จุดสุดท้ายของเส้นทาง 

(4) ระยะห่างแบบ Chouakria-Douzal  
(Chouakria-Douzal distance) Chouakria-Douzal 
และ Nagabhushan [10] เสนอวิธีคำนวณระยะห่าง
โดยอาศัยแนวค ิดของค่าสหสัมพันธ ์ไขว ้  (cross-
correlation, CORRT) ของข้อมูลอนุกรมเวลา 2 ชุด 

โดยเสนอสูตรการคำนวณค่าสหสัมพันธ์ไขว้ สำหรับ
ข้อมูลอนุกรมเวลา 2 ชุด ที่มีจำนวนระยะเวลาในการ
เก็บเท่ากันดังนี้ 

1

1 1

1

1 1

2 2

1 1

1 1

(X X )(Y )

( ( ), ( ))

(X X ) (Y )

N

i i i i

i

N N

i i i i

i i

Y

CORRT X t Y t

Y

−

+ +

=

− −

+ +

= =

− −

=

− −



 

 (5) 

และนำค่าสหสัมพันธ์ไขว้ใน (5) ไปคำนวณค่าระยะห่าง
ระหว่างอนุกรมเวลาได้ดังนี้ 

( )( ( ), ( )) ( ( ), ( )) ( ( ), ( ))D X t Y t h CORRT X t Y t X t Y t=  (6) 
โดยที่ ℎ(∙) เป็นฟังก์ชันปรับค่าดัดแปลง (adaptive 
tuning function) และ ( ( ), ( ))X t Y t  เป็นค่าระยะ 
ห่างแบบอื่นตามแต่ผู้วิเคราะห์จะเลือกใช้ โดยสามารถ
ใช้ค่าระยะห่างแบบ Euclidean หรือ Minkowski ก็ได้ 

(5) ระยะห่างแบบ Piccolo (Piccolo 
distance) โดย Piccolo [11] เสนอวิธีคำนวณระยะ 
ห่างโดยอาศัยสมบัติผกผัน ( invertible) ของแบบ 
จำลอง ARMA ที่สามารถเขียนสมการของตัวแบบในรปู 
𝐴𝑅(∞) โดยกำหนดให้  Π𝑋 = (𝜋1,𝑋, 𝜋2,𝑋, . . , 𝜋𝑘1,𝑋)

𝑇 
เป็นค่าสัมประสิทธิ์หน้า 𝑋𝑡 ของอนุกรมเวลา 𝑋(𝑡)  ใน
รูป 𝐴𝑅(𝑘1) และ Π𝑌 = (𝜋1,𝑌, 𝜋2,𝑌, . . , 𝜋𝑘2,𝑌)

𝑇 เป็น
ค่าสัมประสิทธิ์หน้า 𝑌𝑡 ของอนุกรมเวลา 𝑌(𝑡) ในรูป 
𝐴𝑅(𝑘2) ซึ ่งสามารถคำนวณระยะห่างแบบ Piccolo 
ดังนี ้

( )
2

, ,

1

( ( ), ( ))

k

i X i Y

i

D X t Y t  
=

= −  (7) 

เมื่อ 𝑘 = max(𝑘1, 𝑘2) โดยที่ 𝜋𝑖,𝑋 = 0 เมื่อ 𝑖 >  𝑘1 

และ 𝜋𝑖,𝑌 = 0 เมื่อ 𝑖 >  𝑘2 
(6) ระยะห่างแบบ Maharaj (Maharaj 

distance) โดย Maharaj [12] ปรับเปลี่ยนการวัดระยะ 
ห่างในสมการ (5) โดยใช้ข้อมูลจากค่าความคลาด 
เคลื่อนของตัวแบบ ARMA มาปรับค่าคำนวณ ได้สูตร
วัดระยะห่างดังต่อไปนี้ 
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( ) ( )1
( ( ), ( ))

t

X Y X Y
D X t Y t N V

−
=  −  −  (8) 

เม ื ่อ 𝑉 = 𝜎𝑋
2𝑅𝑋

−1(k) + 𝜎𝑌
2𝑅𝑌

−1(k) โดยที่  𝜎𝑋
2  และ 

𝜎𝑌
2 เป็นความแปรปรวนของค่าความคลาดเคลื่อนของ

อนุกรมเวลา 𝑋(𝑡) และ 𝑌(𝑡) ตามลำดับ เช่นเดียวกับ 
𝑅𝑋(k) และ 𝑅𝑌(k) ซึ่งเป็นเมทริกซ์ความแปรปรวน
ร่วม (covariance matrice) ของค่าความคลาดเคลื่อน 

(7) ระยะห่างแบบ discrete wavelet 
transform (discrete wavelet transform distance) 
โดย Shasha [15] เสนอให้แปลงข้อมูลอนุกรมเวลาที่
ต้องการหาระยะห่างให้อยู่ในรูปแบบขอบเขตความถี่  
(frequency domain) เพื ่อใช้ในการหาคาบของการ
เก ิดด ้วย periodogram โดยกำหนดให้  𝐼𝑋(𝜆𝑘) =

𝑁−1|∑ 𝑋𝑡exp (−𝑖𝜆𝑘𝑡)𝑁
𝑡=1 |2 เป็น periodogram ของ 

𝑋(𝑡) แ ล ะ  𝐼𝑌(𝜆𝑘) = 𝑁−1|∑ 𝑌𝑡exp (−𝑖𝜆𝑘𝑡)𝑁
𝑡=1 |2 

เป็น periodogram ของ 𝑌(𝑡) ทั ้งนี้   𝜆𝑘 = 2πk/𝑁 
และสามารถคำนวณระยะห่างดังนี้ 

 ( ) ( )
( 1) / 2

1

2
( ( ), ( ) ( )) ) (

1

N

k

X Yk k
ID X t Y t

N
I 

−

=−
−=   (9) 

(8) ระยะห่างแบบ cepstral-based 
(cepstral-based distance) โดย Kalpakis [17] ใช้
เทคน ิคการแปลงกล ับฟ ู เ ร ี ยร ์  ( inverse Fourier 
transform) มาใช้คำนวณค่าสัมประสิทธิ ์ cepstral 
เพื ่อใช้ในการหาระยะทางสำหร ับอนุกรมเวลาที่
สามารถเขียนให้อยู่ในรูป 𝐴𝑅(𝑝) โดยสามารถคำนวณ
ค่าระยะห่างระหว่างอนุกรมเวลาดังนี้ 

2

, ,Y

1

( ( ), ( ))

N

i X i

i

D X t Y t  
=

= −  (10)  

ซึ่งค่าสัมประสิทธ์ิ cepstral สามารถคำนวณดังนี้ 

( )

1

1

1

1

; 1

;1

1 ;

i

i i m i m

m

p

m i m

m

i

i p

m
p i

i



   

 

−

−

=

−

=

=

= + −  

− 







  

 
  





 

เมื่อ 
i

  คือ ค่าสัมประสิทธิ์ในตัวแบบอนุกรม 𝐴𝑅(𝑝)

และ 
,i X

  คือ ค่าสัมประสิทธิ์ cepstral ของอนุกรม
เวลา 𝑋(𝑡) ส่วน 

,Yi
  คือ ค่าสัมประสิทธิ์  cepstral 

ของอนุกรมเวลา 𝑌(𝑡) 
2.1.3 การวิเคราะห์การจัดกลุ่มข้อมูลด้วย 

algorithm K-medoids 
algorithm K-medoids พัฒนาขึ้นจาก 

algorithm K-means เพื่อแก้ปัญหาความผิดพลาดที่
จะเกิดขึ้น เมื่อมีบางข้อมูลที่มีค่าแตกต่างจากข้อมูลอื่น
มากหรือเรียกว่า outlier ทั้งนี้ algorithm K-medoids 
สามารถจัดกลุ่มหน่วยข้อมูลหรือวัตถุท่ีชุดข้อมูลมีทั้งตัว
แปรเชิงคุณภาพและตัวแปรเชิงปริมาณผสมกันอยู่ใน
ชุดข้อมูลเดียวกัน โดยหลักการของ K-medoids คือ 
การจัดกลุ่มข้อมูลโดยพิจารณาความคล้ายคลึงกันของ
ข้อมูลกับ median vector (medoids) ซึ่งเป็นตัวแทน
ในแต่ละกลุ่ม 

2.1.4 ตัวแบบ autoregressive integrated 
moving average (ARIMA) 

ตัวแบบอนุกรมเวลาด้วยวิธีของ Box-
Jenskins เป็นวิธีวิเคราะห์อนุกรมเวลาทางสถิติที่เกิด 
ขึ้นใน ปี ค.ศ. 1970 ซึ่งได้รับความนิยมจนถึงปัจจุบัน 
[27] โดยเลือกรูปแบบในการพยากรณ์อย่างเป็นระบบ 
ใช ้ค ่าส ัมประส ิทธ ิ ์สหส ัมพ ันธ ์ ในต ัวเองและค่ า
สัมประสิทธิ์สหสัมพันธ์ในตัวเองบางส่วน ทดสอบทาง
สถิต ิและการหาช่วงความเชื ่อมั่นของค่าสังเกตใน
อนาคต ซึ่งก่อให้เกิดตัวแบบ ARIMA โดยข้อมูลอนุกรม
เวลาที่นำมาวิเคราะห์ต้องเป็นแบบคงที่ (stationary) 
และไม่มีแนวโน้ม 

ตัวแบบ ARIMA(p,d,q) คือ ตัวแบบ 
ARMA(p,q) ที ่หาผลต่าง (differencing) อันดับที ่ d 
เพื ่อแปลงข้อม ูลอนุกรมเวลาแบบไม่คงท ี ่  (non-
stationary time-series) ให้เป็นข้อมูลอนุกรมเวลา
แบบคงที่ ซึ่งสามารถเขียนในรูปสมการดังนี้ 
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( )(1 ) ( )
d

t t
B B x B w − =             (11) 

หรือสามารถเขียนสมการที่ (11) ได้เป็น 
2 2

1 2 1 2
(1 ... )(1 ) (1 ... )

p d q

p t q t
B B B B x B B B w     − − − − − = − − − −  (12) 

เมื่อ 
1 2
, , ...,

p
    คือ ค่าสัมประสิทธ์ิแสดงอันดับของ

กระบวนการ autoregressive โดยที ่ 0
p

   และ 

1 2
, , ...,

q
    ค ือ ค ่าส ัมประส ิทธ ิ ์แสดงอ ันด ับของ
กระบวนการ moving average โดยที่ 0

q
   และ 

t
w  คือ ค่าความเคลื่อนที่มีการแจกแจงแบบเกาส์เซยีน 
(Gaussian) โดยมีค่าเฉลี่ยเป็น 0 และความแปรปรวน 

2
  

2.1. 5  การว ั ดประส ิทธ ิภาพของการ
วิเคราะห์การจัดกลุ่ม 

เมื่อผู้วิเคราะห์ได้นำการวิเคราะห์การ
จัดกลุ่มไปใช้กับชุดข้อมูลอนุกรมเวลา และหากทราบ
กลุ ่มที ่แท้จร ิง (true cluster solution) ของแต่ละ
หน่วยในชุดข้อมูล ก็จะสามารถวัดประสิทธิภาพของ
กลุ่มที่จัดด้วยมาตรวัดต่าง ๆ 2 แบบ ดังนี้ 

(1) ค ่าอ ัตราการจำแนกผ ิด (mis-
classification rate) เป็นค่าที่บอกถึงความผิดพลาดใน
การจัดกลุ่ม โดยในงานวิจัยนี้ได้จำลองชุดข้อมูลอนุกรม
เวลาขึ้นมา ซึ่งถือว่ากลุ่มที่จำลองขึ้นมานั้นเป็นกลุ่มที่
แท้จริง และเมื่อใช้การวิเคราะห์การจัดกลุ่มกับชุด
ข้อมูลที่จำลองเสร็จสิ้น กลุ่มที่จัดมาโดยการวิเคราะห์
การจัดกลุ่มนั้นก็จะนำมาตรวจสอบกับกลุ่มที่แท้จริงที่
ได้จำลองไว้ตั้งแต่เริ่มต้น ดังสูตรต่อไปนี้ 

misclassification rate =  จ ำ น ว น
ข้อมูลที่ทำนายผิด ÷ จำนวนข้อมูลทั้งหมด              (13) 

ท ั ้ งน ี ้หากค ่าอ ัตราการจำแนกผิด 
(misclassification rate)  ม ี ค ่ าน ้ อย  จะแสดงถึ ง
ประสิทธิภาพในการจัดกลุ่มที่ดี 

(2) ค่าการประเมินการจัดกลุ ่มของ 
Kalpakis โดย Kalpakis [17] เสนอการคำนวณค่าการ
ประเมินการจัดกลุ่มของ Kalpakis หรือ ( , )Sim G C

สำหรับใช้วัดประสิทธิภาพในการจัดกลุ่มเมื่อทราบกลุ่ม
ที่แท้จริงดังนี้ 

1
1

( , ) 1 / max ( , )

k

i j
j k

i

Sim G C k Sim G C
 

=

=   (14) 

โดยที ่ G  เป็นเวกเตอร์แสดงกลุ ่มที่
แท้จริงของข้อมูลแต่ละหน่วยในชุดข้อมูล และ C  เป็น
เวกเตอร์แสดงกลุ่มที่ถูกจัดโดยการวิเคราะห์การจัด
กลุ่มของแต่ละหน่วยในชุดข้อมูล 

ซึ ่ง 
2

( , )
i j

i j

i j

G C
Sim G C

G C


=

+
 และ 

• คือ การนับจำนวนสมาชิกในแต่ละเซต และ k  คือ
จำนวนกลุ่ม ทั ้งนี ้หากค่า ( , )Sim G C  มีค่ามาก จะ
แสดงถึงประสิทธิภาพในการจัดกลุ่มที่ดี 

2.2 การเปรียบเทียบในชุดข้อมูลจำลอง 
เปรียบเทียบในชุดข้อมูลจำลอง โดยมี

ขั้นตอนดังต่อไปนี้ 
ขั้นตอนที่ 1 : จำลองชุดข้อมูลอนุกรมเวลา

โดยใช้โปรแกรม R ทั้งหมด 14 กลุ่ม โดยในแต่ละกลุ่ม
จำลองด้วยตัวแบบ ARIMA ประกอบด้วยตัวแบบดังนี้ 
ARIMA( 1,0,0) , ARIMA( 0,0,1) , ARIMA( 1,0,1) , 
ARIMA( 2,0,0) , ARIMA( 0,0,2) , ARIMA( 2,0,1) , 
ARIMA( 1,0,2) , ARIMA( 2 ,1 ,1 ) , ARIMA( 1 ,1 ,2 ) , 
ARIMA( 1,1,0) , ARIMA( 0,1,1) , ARIMA( 1,1,1) , 
ARIMA(2,1,0)  และ ARIMA(0,1,2)  โดยกำหนดค่า 
พารามิเตอร์ในแต่ละตัวแบบดังแสดงในตารางที่ 2 ซึ่ง
ขนาดของข้อมูลหรือระยะเวลาในแต่ละกลุ ่ม (𝑁) 

เท่ากับ 50, 100 และ 300 ตามลำดับ 
ข ั ้นตอนที่ 2 : จ ัดกล ุ ่มข ้อม ูลด ้วยการ

ว ิ เคราะห ์การจ ัดกล ุ ่ม ข ้อม ูลด ้ วย  algorithm K-
medoids โดยเลือกจำนวนกลุ่มของการจัดกลุ่มเป็น 
14 กลุ่ม ซึ่งเท่ากับจำนวนกลุ่มที่แท้จริงจากขั้นตอนท่ี 1 
และเลือกใช้มาตรวัดระยะห่างสำหรับข้อมูลอนุกรม
เวลา 8 แบบ ประกอบด้วย Euclidean, Minkowski, 



ปีที่ 27 ฉบับที ่6 พฤศจิกายน - ธันวาคม 2562                                                            วารสารวิทยาศาสตร์และเทคโนโลย ี

 1009 

dynamic time warping, Chouakria-Douzal, 
Piccolo, Maharaj, discrete wavelet transform 
และ cepstral-based 
 
ตารางที ่ 2  ตัวแบบ ARIMA และค่าพารามิเตอร์ที่

กำหนด 
 

ตัวแบบ ค่าพารามิเตอร ์
ARIMA(1,0,0) 𝜙1 = 0.5 

ARIMA(0,0,1) 𝜃1 = −0.5 

ARIMA(1,0,1) 𝜙1 = 0.5, 𝜃1 = −0.25 

ARIMA(2,0,0) 𝜙1 = 0.5, 𝜙2 = −0.5 

ARIMA(0,0,2) 𝜃1 = 0.5, 𝜃2 = −0.25 

ARIMA(2,0,1) 𝜙1 = 0.5, 𝜙2 = −0.5, 𝜃1 = −0.25 

ARIMA(1,0,2) 𝜙1 = 0.5, 𝜃1 = 0.5, 𝜃2 = −0.25 

ARIMA(2,1,1) 𝜙1 = 0.5, 𝜙2 = −0.5, 𝜃1 = −0.25 

ARIMA(1,1,2) 𝜙1 = 0.5, 𝜃1 = 0.5, 𝜃2 = −0.25 

ARIMA(1,1,0) 𝜙1 = 0.5 

ARIMA(0,1,1) 𝜃1 = −0.5 

ARIMA(1,1,1) 𝜙1 = 0.5, 𝜃1 = −0.25 

ARIMA(2,1,0) 𝜙1 = 0.5, 𝜙2 = −0.5 

ARIMA(0,1,2) 𝜃1 = 0.5, 𝜃2 = −0.25 

 
ขั้นตอนที่ 3 : คำนวณค่าอัตราการจำแนก

ผิด (misclassification rate) และค่าการประเมินการ
จัดกลุ่มของ Kalpakis ของแต่ละมาตรวัดระยะห่างทั้ง 
8 แบบ เพื่อใช้ในการเปรียบเทียบประสิทธิภาพการจัด
กลุ่มของแต่ละมาตรวัดระยะห่างต่อไป 

ข ั ้นตอนที่  4 :  ทำซ ้ำ  1,000 คร ั ้ ง  และ
คำนวณหาค ่าเฉล ี ่ยของค ่าอ ัตราการจำแนกผิด 
(misclassification rate) และค่าการประเมินการจัด
กลุ่มของ Kalpakis ของแต่ละมาตรวัดระยะห่างเมื่อทำ
การจำลองครบ 1,000 ครั้ง 

ขั้นตอนที่ 5 : เปรียบเทียบประสิทธิภาพ
การจัดกลุ่มของมาตรวัดระยะห่างท้ัง 8 แบบ โดยมาตร
วัดใดมีค่าเฉลี่ยของอัตราการจำแนกผิด (misclassifi-
cation rate) ต่ำที่สุด หรือมีค่าเฉลี่ยการประเมินการ
จัดกลุ่มของ Kalpakis สูงที่สุด จะเป็นมาตวัดระยะห่าง
ที ่ม ีประสิทธิภาพมากที ่ส ุดสำหรับข้อม ูลประเภท
อนุกรมเวลา 

2.3 การเปรียบเทียบในชุดข้อมูลจริง 
เปรียบเทียบในชุดข้อมูลจำลอง โดยมี

ขั้นตอนดังต่อไปนี ้
ขั้นตอนที่ 1 : เก็บรวบรวมข้อมูลราคาปิด

รายวันของ 68 หลักทรัพย์ ในดัชนี SET100 ประจำปี 
พ.ศ. 2561 ระหว่างวันที่ 3 มกราคม พ.ศ. 2561 ถึง
วันท่ี 30 เมษายน พ.ศ. 2561 จำนวนทั้งสิ้น 80 วัน 

ขั้นตอนท่ี 2 : วิเคราะห์ตัวแบบอนุกรมเวลา 
ARIMA สำหร ับข ้อม ูลราคาป ิดของหลักทร ัพย ์ใน
ขั้นตอนที่ 1 ทั้งนี้ผู้วิจัยสามารถแบ่งกลุ่มหลักทรัพย์ 6 
กลุ ่ม ตามลักษณะตัวแบบอนุกรมเวลาดังแสดงใน
ตารางที่ 3 

ข ั ้นตอนที่ 3 :  จ ัดกล ุ ่มข ้อม ูลด ้วยการ
ว ิ เคราะห์  การจ ัดกล ุ ่มข ้อม ูลด ้วย algorithm K-
medoids โดยเลือกจำนวนกลุ่มของการจัดกลุ่มเป็น 6 
กลุ่ม ซึ่งเท่ากับจำนวนกลุ่มที่แท้จริงจากขั้นตอนที่ 2 
และเลือกใช้มาตรวัดระยะห่างสำหรับข้อมูลอนุกรม 8 
แบบ ประกอบด้วย Euclidean, Minkowski, dynamic 
time warping, Chouakria- Douzal, Piccolo, 
Maharaj, discrete wavelet transform แ ล ะ 
cepstral-based 

ขั้นตอนที่ 4 : คำนวณค่าอัตราการจำแนก
ผิด (misclassification rate) และค่าการประเมินการ
จัดกลุ่มของ Kalpakis ของแต่ละมาตรวัดระยะห่างทั้ง 
8 วิธี เพื่อใช้ในการเปรียบเทียบประสิทธิภาพการจัด
กลุ่มของแต่ละมาตรวัดระยะห่างต่อไป 
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ขั้นตอนที่ 5 : เปรียบเทียบประสิทธิภาพ
การจัดกลุ่มของมาตรวัดระยะหา่งทั้ง 8 แบบ และนำไป 

เปรียบเทียบกับผลที่ได้จากข้อมูลจำลอง 

 
ตารางที่ 3  หลักทรัพย์ในแต่ละกลุ่มและลักษณะตัวแบบอนุกรมเวลาที่เกี่ยวข้อง 
 

กลุ่ม หลักทรัพย ์ จำนวนหลักทรัพย์ในกลุ่ม รูปแบบอนุกรมเวลา 

1 
PSH BEC MAJOR ESSO TASCO BANPU UV HANA 
MINT CENTEL 

10 ARIMA(1,1,0) 

2 
TTA STA GFPT TRUE BH CK BPP BCPG BIG KTC 
KTB PTG KKP 

13 ARIMA(0,1,1) 

3 SGP THAI BA TKN HMPRO SCC 6 ARIMA(2,1,1) 

4 
CPN BTS SPRC JMART KBANK LPN JWD AAV 
BEAUTY GLOBAL TVO 

11 ARIMA(0,1,2) 

5 
PTT PTTGC BCH MEGA INTUCH BBL AOT EGCO 
CKP CPALL BEM 

11 ARIMA(2,0,0) 

6 
SIRI CPF GUNKUL STEC GGC WHA LH WORK 
TMB BJC QH MC SAWAD ITD SCB GPSC IVL 

17 ARIMA(1,1,1) 

 
ตารางที่ 4   ผลการเปรียบเทียบประสิทธิภาพของมาตรวัดระยะห่างในการวิเคราะห์การจัดกลุ่มเมื่อขนาดข้อมูล

จำลองในแต่ละกลุ่มเป็น 50, 100 และ 300 
 

มาตรวดัระยะห่างใน 
การวิเคราะห์การจัดกลุ่ม 

ค่าอัตราการจำแนกผดิ ค่าการประเมินการจัดกลุ่มของ Kalpakis 

𝑁 = 50 𝑁 = 100 𝑁 = 300 𝑁 = 50 𝑁 = 100 𝑁 = 300 

Time domain distance measure 

  Euclidean 0.477 0.475 0.469 0.502 0.505 0.601 
  Minkowski 0.346 0.339 0.337 0.582 0.591 0.595 

  Dynamic time warping 0.201 0.195 0.188 0.820 0.834 0.835 
  Chouakria-Douzal 0.261 0.259 0.254 0.765 0.766 0.771 
  Piccolo 0.279 0.279 0.279 0.721 0.721 0.721 

  Maharaj 0.266 0.266 0.266 0.733 0.733 0.733 
Transform-based distance measure 
  Discrete wavelet transform 0.374 0.370 0.368 0.601 0.604 0.607 
 Cepstral-based 0.318 0.305 0.299 0.628 0.630 0.631 
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3. ผลการวิจัย 
งานวิจัยนี้นำเสนอผลการเปรียบเทียบโดยแบ่ง

ออกเป็น 2 ส่วน ในส่วนท่ี 1 เปรียบเทียบประสิทธิภาพ
ของมาตรวัดระยะห่างในการวิเคราะห์การจัดกลุ่ม เมื่อ
มีการใช้มาตรวัดระยะห่างท่ีแตกต่างกัน 8 แบบ โดยใช้
ชุดข้อมูลจำลอง และส่วนที่ 2 เปรียบเทียบประสิทธิ  

ภาพของการใช้มาตรวัดระยะห่างในการวิเคราะห์การ
จัดกลุ่ม เมื่อมีการใช้มาตรวัดชุดเดียวกันกับในส่วนที่ 1 
โดยใช้ชุดข้อมูลจริง ซึ ่งเป็นราคาปิดรายวันของ 68 
หลักทรัพย์ ในดัชนี SET100 จำนวนทั้งสิ้น 80 วัน โดย
ผลการเปรียบเทียบสำหรับทั้งสองส่วนนั้น แสดงใน
ตารางที่ 4 และ 5 ตามลำดับ 

 
ตารางที่ 5  ผลการเปรียบเทียบประสิทธิภาพของมาตรวัดระยะห่างในการวิเคราะห์การจัดกลุ่มในชุดข้อมูลจริง 
  

มาตรวดัระยะห่างในการวิเคราะหก์ารจัดกลุ่ม ค่าอัตราการจำแนกผดิ ค่าการประเมินการจัดกลุ่มของ Kalpakis 

Time domain distance measure 
  Euclidean 0.521 0.531 

  Minkowski 0.487 0.590 
  Dynamic time warping 0.248 0.785 

  Chouakria-Douzal 0.314 0.692 
  Piccolo 0.388 0.645 

  Maharaj 0.375 0.638 
Transform-based distance measure 
  Discrete wavelet transform 0.466 0.576 

 Cepstral-based 0.459 0.588 

ตารางที่ 5 พบว่าสำหรับชุดข้อมูลจริงที ่เป็น
ข้อมูลราคาปิดรายวันของ 68 หลักทรัพย์  ในดัชนี 
SET100 จำนวนทั้งสิ้น 80 วัน มาตรวัดระยะห่างแบบ 
dynamic time warping ให้ประสิทธิภาพในการจัด
กลุ่มสูงที่สุด เนื่องจากมีค่าอัตราการจำแนกผิดต่ำที่สุด
และมีค่าการประเมนิการจัดกลุ่มของ Kalpakis สูงที่สดุ 
หลังจากจัดกลุ ่มด้วย algorithm K-medoids ส ่วน
มาตรว ัดระยะห ่า งแบบ Chouakria-Douzal ให้
ประสิทธิภาพในการจัดกลุ่มรองลงมา และมาตรวัดที่มี
ประส ิทธ ิภาพต่ำส ุด ค ือ มาตรวัดระยะห่างแบบ 
Euclidean เนื่องจากมีค่าอัตราการจำแนกผิดสูงที่สุด
และมีค่าการประเมินการจัดกลุ ่มของ Kalpakis ต่ำ

ที ่สุด ซึ ่งผลการเปรียบเทียบที่ได้จากข้อมูลจริงสอด 
คล้องกับผลการเปรียบเทียบในชุดข้อมูลจำลอง 
 

4. สรุปผลการวิจัย 

งานวิจัยนีน้ำเสนอผลการเปรียบเทียบประสิทธิ 
ภาพของการใช้การวิเคราะห์การจัดกลุ่มในชุดข้อมูล
อนุกรมเวลา เมื ่อมีการใช้มาตรวัดระยะห่าง 8 แบบ 
โดยแบ่งการวิเคราะห์เป็น 2 ส่วน ส่วนท่ี 1 เปรียบเทียบ
ประสิทธิภาพของการใช้การวิเคราะห์การจัดกลุ่มด้วย
ชุดข้อมูลจำลองที ่แต่ละกลุ ่มถูกจำลองด้วยตัวแบบ 
ARIMA และส่วนที่ 2 เปรียบเทียบประสิทธิภาพของ
การใช้การวิเคราะห์การจัดกลุ่มด้วยชุดข้อมูลจริง โดย
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ใช้ราคาปิดรายวันของ 68 หลักทรัพย์ ในดัชนี SET100 
จำนวนทั ้งสิ ้น 80 วัน ตั ้งแต่วันที ่ 3 มกราคม พ.ศ. 
2561 ถึงวันท่ี 30 เมษายน พ.ศ. 2561 

เมื ่อใช้ค่าอัตราการจำแนกผิด (misclassifi-
cation rate) และค่าการประเมินการจัดกล ุ ่มของ 
Kalpakis เป็นเกณฑ์ในการเปรียบเทียบประสิทธิภาพ
การจัดกลุ่ม พบว่ามาตรวัดระยะห่างแบบ dynamic 
time warping ให้ประสิทธิภาพในการจัดกลุ่มสูงสุด 
ซึ่งสอดคล้องกับผลวิจัยของ Pertega และ Vilar [18] 
รองลงมา คือ มาตรวัดระยะห่างแบบ Chouakria-
Douzal ส่วนมาตรวัดที่มีประสิทธิภาพต่ำสุด คือ มาตร
วัดระยะห่างแบบ Euclidean ซึ่งให้ผลสอดคล้องกันทั้ง
ในชุดข้อมูลจริงและชุดข้อมูลจำลอง และหากพิจารณา
ถึงขนาดระยะเวลาในแต่ละกลุ่ม พบว่าเมื่อชุดข้อมูล
อนุกรมเวลามีขนาดใหญ่ขึ้น มาตรวัดข้อมูลส่วนใหญ่จะ
มีประสิทธิภาพสูงขึ ้น ยกเว้นมาตรวัดแบบ Piccolo 
และ Maharaj 

ทั้งนี้ถ้าเปรียบเทียบประสิทธิภาพของการจัด
กล ุ ่มในกลุ ่มมาตรวัดระยะห่างฐานเปลี ่ยนรูปนั้น 
(transform-based distance measure) พบว่ามาตร
วัดระยะห่างแบบ cepstral-based มีประสิทธิภาพสูง
กว ่ ามาตรว ั ดระยะห ่ า งแบบ discrete wavelet 
transform ซึ่งสอดคล้องกับผลวิจัยของ Kalpakis [17] 
แต่ก็ยังไม่สูงเท่ามาตรวัดระยะห่างแบบ dynamic 
time warping 
 

5. ข้อเสนอแนะ 

ผลที ่ได ้จากงานว ิจ ัยน ี ้พบว ่ามาตรว ัดท ี ่มี
ประสิทธิภาพสูงที่สุดในการใช้การวิเคราะห์การจัดกลุ่ม
สำหรับข้อมูลอนุกรมเวลา คือ มาตรวัดระยะห่างแบบ 
dynamic time warping ทั้งนี้ปัญหาหนึ่งของมาตรวัด
ดังกล่าว คือ การใช้เวลาในการคำนวณที่นานกว่ามาตร
วัดแบบอ่ืน (computationally expensive) ดังนั้นผู้ที่

สนใจสามารถเปรียบเทียบมาตรวัดระยะห่างท่ีดัดแปลง
จากมาตราวัดระยะหา่งแบบ dynamic time warping 
เช ่น มาตรว ัดระยะห ่างแบบ global alignment 
Kernel distance [27] หรือมาตรวัดระยะ ห่างแบบ 
soft-DTW [28] ในอนาคต 
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