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Abstract

One important step in cluster analysis is to determine a distance or dissimilarity measure

between data objects. Searching for suitable measure is an important process for time series
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clustering since a various measure of dissimilarity designed for time-series data could lead to

different cluster solutions. This research is a comparative study of the effectiveness of 8 distance

measures for time-series dataset: (1) Euclidean, (2) Minkowski, (3) dynamic time warping, (4)

Chouakria-Douzal, (5) Piccolo, (6) Maharaj, (7) discrete wavelet transform, and (8) cepstral-based

distance. This study extends prior research by using both real and simulated data for the

comparison of clustering results. The simulated data is generated from 14 ARIMA processes. The

real data is the daily stock close prices of 68 listed companies that are included in the list of stocks

in stock exchange of Thailand 100 (SET100) index during January-April 2018. The results suggest

that dynamic time warping is the most effective measure in both real and simulated data.

Keywords: distance measure; cluster analysis; time-series data
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Toyalaile [1] avd [2] nandeanisldnisinseyt
n1sdanguinddinszidndudesduinriodn
T¥8gN1958nI19T03a (distance) nouldnis
Jasieinisdangu Fansidenld3sduan
sregsineszninadoyafiunnanafuasnsadnals
HaENSUDINITIANGUUANGATULA [3,4]
WINTTAAUYITENI T oY AN TAY
nsauauldvateuuy laun szegniuwuy
Euclidean (Euclidean distance) s¢8g% 194Uy
Manhattan (Manhattan distance) 5¥g¥1194bUY
Chebychev (Chebychev distance) 1udu aensls
finu Bmasussegisiingnaniuiidesin

Tumsildlddunnnesvesndeyasunsunian

1003

(time-series data) & a1 udeyaiifinisiadeulm
vesrtoyang el osuara1usnesuIenIs
wnd eulnaanaadaeaandunusluiies
(autocorrelation) faumnihisnsiaszezung
dmiuyadeyaniafinydn (cross-sectional data)
Wldsugateyaeynsunaty foradwalinig
Ansginsdanduiaanuianatnld Hean
Fnsinszezmhananialdldfansanidaseadis
anduWus (correlation structure) luyadaya
UszLaneunsuia [5,6]
Auvie sz sdmsunistdnng
Tasgrimsdanguluyadoyasynsuian fie ums
i’mz&Jw’wﬂﬁ’m%’usﬁayja%ﬁwfﬁﬁhmumﬂ [7,8]
Kianimajd tagAmdy [9] LUIUINSTATLEZU Y

o o

dwisueynsunateandu 2 nau laenquusn Ao
UINTIATLELN18UNTUIAWUUVDULYALIAN
(time domain distance measure) Faduunsin
17iLﬁuﬁﬂmgmmumﬁLﬂSaulmﬁmmzauﬁqmﬁuaq
sqmmgmmna%ﬁanmm?{aulﬂ UseNaunieuIng
TATLYLUUU Minkowski U1RTTATLEEULUY
dynamic time warping (DTW) [10] 1105705282

LUU Chouakria-Douzal [11] 41057 RSz 8gLUU
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Piccolo [12] U1M5TATEUELUU Maharaj [13,14]
\Judu drunguiiaes Ae umsiaszozvinegiu
L‘Uﬁiaugﬂ (transform-based distance measure)
Faduninstaildnisuvasifes (Fourier
transform) fuyateyaeynsuIa euUastoya
Trieglugunuuveuivnmd (frequency domain)
wardaliidudoyadi oglugduuy sine 3o
consine Tumew3lnaulia Usenoumeunsinssey
LUUN1TRUaINLE AL UULA U8 (discrete
wavelet transform, DWT) [15,16] 41057 ASs ey
WUU cepstral-based [17] Judu

Kianimajd wagatuy [14] 1WSsuliauainy
9nABavaInsldNMTIATIERNMTIAnauIILIY 20
nau il oldunsinszezvnadmiueunsuani
A Inglddeyaszsuuilauaznaeniionves
Auldusazau lAdeasuiiuinsinssuzuuy
Chouakria-Douzal wagu1n5inseeeuy discrete
wavelet transform Tinanugnaesiiiniinisin
sypruUUBY udewideiiddlddnnasasstoya
sunsunaieAnuLaziUsuisuUsEAnsam
YaMslnsIATEinsInngy

Pertega wag Vilar [18] WisuiieuyUszans
ANYBINITIENITIATIERNIITANGUAIBUIN TR
FYEENNN 3 WUU UTENOUAIBNINTINTEEELUY
dynamic time warping 1103IA3282WUY Piccolo
LATNINTINTEEMIWUY Euclidean Tuyndoya
9YNTULIAT T1809AFILUY autoregressive
moving average (ARMA) ladeaguinnisinssey
WUU dynamic time warping Iﬁmammgﬂé’aqﬁ
fndnsinszes 2 wuuiiwde du Kalpakis wax
Ag [17] WisuWguaugniedwaenislenig
ARTANMTIANgumENTInssugnslunguung

v

Tnszgzvineguliousy Insldyndoyasunsy

Y 9

nafisasseiluy ARIMA ledeaguinanas
Jn3r8zUUU cepstral-based Tnanugndosdia
fgalumnsinszesvinnguuinsinssoevinag
Lﬂ?iﬂugﬂ

nsfnwaded {Aifoaulafiazvrsveuion
31U TYU09 Pertega Way Vilar, Kianimajd way
Ay Way Kalpakis warmmz diewSeuifisuaiy
§nA0970an15MN1TIATIEN1TIAnq udmu

foyasynsunan elduasinsyey 8 uuu fiog
TunguuInsInTeeEiI0UNTUIATUUTBULYA
nauaznguATInsTezigasusy Tagld
YAdoya0UNTNIATA 10837 I8ALUY ARIMA
wagldynvoyaaFavessiardnsteiuves 68
wanning ludwil SET 100 vemainnannsngumng
Uszinalng daunuil 3 unsan we. 2561 f9
Fufl 30 wwiou we. 2561 TadgAiaTeidoya
annsaiadfedldluldlunsnunuvdelidy
wuInslunIsidenuInsinseevr1sdsuns
AT1En1TIAng Vet AdeyasunsuIanly

auUAALe

2. 311578
2.1 Mmsinszazinauaznnufiieata
2.1.1 ansinszezvinsludeyasynsy
i

YoUAUTLLANBUNTULIAA AINY

U q

sala o

dAgunluNATENIeNULAT IS N Bz

fludeyauuunuadu (temporal ordering) &4

—

ﬁﬂ%Lﬁm%ﬂuﬁmmimeéﬁLﬁm’fagammuw
ANUSEEELIANT NAADT N BlUAIUAISITUT LAY
Joyasumsuveasazusenludsedn uwlinsens
Tuguinemans wazawindeufisnazddoya

Y

AnTuagwaiiies Msuunatawmilesdeya (data
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mining) lnatanizn1siiasginisdanaululdlu

nsiAs1eiveyawmaiiduiadueyiaue [3]

1]

) Y o a

ANNTOUAAIAIDYNUIBTALITOININNTNT 1

AN51990 1 wiudniinisidenisie

srgvvinasenindayafiinsiuluusiasanidy gald
N1331A1E1N15TANAUA VT By @B UNTULIAN
Weaannisidenitinsservineiisnaiuazdwasie

HATNEYBINTIATIENNTIANGUTNF1aTY

M990 1 M3dszgnaldmsliaseinsdanguludeyasunsuiaiiarisn1sinsseeinamineites

AR GHE WnTinTgegiesEninlaya
Khan wazae [19] QRIS Euclidean
Kremer Wagany [20] d@nIna1nIA dynamic time warping
Niennattrakul ke Ratanamahatana [21] szuudoans dynamic time warping
Jixue 22] N3 discrete wavelet transform
Verdoolaege uag Rosseel [23] FMRI discrete wavelet transform
Baragona [24] #151580% Chouakria-Douzal
Lhermitte [25] ANNINADY Minkowski

2.1.2 MsfnuA1szegvindlutoya
BUNTUIM
Anuali X () = (X, X, X, )
wae Y() =(Y,Y,,...Y,) A9 Lantnasuayn
Foyaounsunan 2 ¥a MAvieud s
N 5282181 au130ANIMTEeENtay ANy
1287 D(X (1), Y (1)) fe7oang qlé’é’qﬁ
(1) sgygn19UUY Euclidean

a

(Euclidean distance) 2 §'i’mwxﬁwtwuqﬂ§m
dwsuaynsuaiu Wumsinnszezisiing
AgaludsnisAuiuriande Loy Lhermitte tag

A [26] weuoaanslunsAuinmall

D(X(t),Y(t))=i\/|Xi -Y[ @

Fetaidenanvedisinsregrinawuy Euclidean Ao
luaunsainseuevnwedoyaounsuIani il

Fuuszeznattlumsiiuliminy

(2) S9N 19LUY Minkowski

(Minkowski distance) T8 7AS¢8¢W 194U

Minkowski @%3UBUNTUIANANUTARIULIAST]

N

D(X(t),Y(t))=(Z|Xi—Yi|p) @)

i=1

Tned p dusiuawduuin usdl p = 2 3590
svazvisienduiziaszesinauuu Euclidean

(3) 928U 19LUU dynamic time
warping (dynamic time warping distance) 1ag
Sanko Wag Kruskal [9] taueIfinszeen1aLuy
dynamic time warping ﬁﬁl\‘uﬁj uIsnnuanad
(dynamic programming) ¥ $7 A3 4 Wi ugge
a1unsaldinannudeseninadoyasynsuia 2
g Adsuuszeznalunmafvlivindy Tng
fualideyaoynsuim 2 wn WWudsd
X =X, Xy ),
Y() =YYy, .

Xo, o, Xy VU9 N 2821980

,Y} s e, Yy VUIR M 5882300
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(3.1) @S19un3nguuin N x M 9@
doduusznoudt et £ vouunsng fe

J2YENNMAIEDY (squared distance) V89 X, haz
Ye
(3)

(3.2) ¥L&UN19N15295U (warping

d(Xe,Y) = (Xe = ¥ ?

path) venuaduldle Ineidunisnisesy de
@unsn1sieaeufann (1,1) f9 (N, M) dlananey

JULUU dauansluguil 1

(1.1)

SN

]

o

™~

(N,M)

M

Ul 1 duyans 199U (warping path)

N [

(3.3) FRUUEUNNNAN R AD Ld

t%

U

o o

(warping cost) A7igaLie

q

Aa ¢
NWNUAUNUNITIDTY
Wisuisutuidunianisiesuianusa i dulle
N13iAs¥8E9e dynamic time warping 18U

AMAATENING X (£) wag Y (t) aunsafIuInasil

D(X(®),Y(t)) = min fo,f:le (4)

g w, Ap BIAUTENBUTBLUNTNDLdUNIIBTY
(i,))g WWgUft 1 uazidussdvsznoud g ves
L@UN19A15995U (warping path) auds (N, M) uay
G Ao RAATIEVBAFUN

(4) S¥ogiiwuy Chouakria-Douzal
(Chouakria-Douzal distance) Chouakria-Douzal

o '

kaz Nagabhushan [10] LEAUDITANUIUTLEEYING
1AYRIAULUIAAVBIANANAUNUS b3 (cross-

correlation, CORRT) ‘Uaﬂ‘ﬁ'aaﬂaauﬂiunm 2 %m

1006

laglauagasnisAwIuaanduius iyl dmsu
ToyaoyNINIAT 2 Y0 NTTIWIUsTEIAlUNIS
vl

N-1

Z (xi-l_ X )(Yi+1_Yi

i=1

JZ(XM

wazihaandusiusleily (5) luAmuaa1ssegving

)

CORRT (X (t), Y (t)) = (5)

N-1

—xi)ZJZ(YM—Yi)Z

i=1

szarseynsualdded
D(X (1), Y (t)) =h(CORRT (X (1), Y (1)) S(X (1), Y (t)) (6)
Tned h() Juilafduusuadauas (adaptive
tuning function) wag S(X (t),Y (t)) 1Jurszey
ﬁWQLLUUguGHJJLLﬁ%ﬁLﬂi’]zﬁﬁ]%Lﬁ@ﬂﬁf Taganunsa
T¥Ansrugri1awuy Euclidean %se Minkowski Ala
(5) 5282119V Piccolo (Piccolo
distance) 1ng Piccolo [11] L@uaIdAUIMTE Y
nalawerduaudAuniy (invertible) 993U
31899 ARMA ViawmsaL%uauﬂwimmﬁul,uﬂugﬂ
AR (=) Wnmvuali Iy = (myy, ﬂz,X:--'ﬂkl,X)T
Juenduuszansnin X, YaaauNIILIa X () i
5U AR(ky) waz My = (myy, nz,y,..,nkz,y)T 1Ju
Ardulszaninia v, YouNIUAT Y(t) lusy
AR (k) F9813150FMUINTEELUIMUY Piccolo

o

91

DX (t).Y (1) =

dlo k = max(key, k) Tnedi Tix=0 dloi> k,
way my = 0 o i > k,

(6) 33u¥UNULUU Maharaj (Maharaj
distance) Tne Maharaj [12] U§uidsunisinszey
wisluauns (5) lnelddayaainAinrrunain
\AADUVBIFILUY ARMA 1nUFuerAuan Iigns

Tasvevsinenamalull
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D(X (1), Y (1)) =</N (I, 11, )V * (11, -I1, ) (8)
Wi 0 V =02R7 (K) + 02Ry () lnefl 0% was
o2 \JupuLUsUTINTeIRIALAAIARE B UVDS
BUNTULIAT X (E) Uag Y () muaiu Wuiednu
Ry (k) wag Ry (k) Faduunindauudsusou
574 (covariance matrice) YasFATINARIALATEY

(7) S2UERIUUU discrete wavelet
transform (discrete wavelet transform distance)
Tng Shasha [15] tausliuUasdeyaeynsunani
ﬁaqmi‘mizazmﬂﬁa&ﬂugmmwaummmmﬁ
(frequency domain) i el#lun1smArueeenis
\Ann2Y periodogram Taannualin L,(4,) =
N7HEN, X,exp (—idt)|? Duperiodogramues
X(t) way I,(4) = N"HZL, Yeexp (=il t)[?
Wu periodogram U84 Y (t) 17!5’&‘5 A = 2mk/N

LAYANNITOAIUINTLEE AR

(N-1)/2

S 0,(4)-1,(4) ©

(8) 288U 19ULUY cepstral-based

2
DIX(®),Y (1) =(—)
N-1

(cepstral-based distance) Tne Kalpakis [17] T4
wadansulasnduniies (inverse Fourier
transform) wlg AuIA duUsEANS cepstral
i eldlunsmszeznisdmiuaynsuiani
ansaeulvieglusy AR(p) lnvanansadiuim

AT UZYNTENTNBUN TR

DY) = X, v, | (10

[

N

o

FaAdUUTEANS cepstral @1NIOAUIUAI

=1

¢, +i(¢m_wi7m);1<ig p

[+ o
1_f ¢ml//i—m; p <I
|

p

2

m=1

1007

o ¢ fe AduUszAnsludiwuueunsy AR(p)

uag y

i, X

a1 X(6) @ v, Ao AdUUTEENS cepstral

Ao ANdUUTEANT cepstral Yot0UNTH

V9IBYNTUNIAT Y (L)
2.1.3 MIIATIINTIANGUTeY A
algorithm K-medoids
algorithm K-medoids WAL

algorithm K-means tweolAtgminnudanaini

iy Weiluadeyaniauandsandeyaduy

v

11NNIBLT8NI1 outlier Ml algorithm K-medoids

€

annsndangumiedeyaviongiiyadoyaiivash
wUsidennnuagiiwlsidalSnanauiuegly
Yatayalieiu Ingndnn13ves K-medoids fio
nsdnngudeyalagiiansunauaa1eafeiuyes
foyafiu median vector (medoids) Faiusuny
Tuusiazngu

2.1.4 f1LLUU autoregressive integrated
moving average (ARIMA)

AIRVUBUNTULIANIEITUBY Box-

'
aadad a

Jenskins 1Ju3sAAszounsuIaveaiffiiie
Pulu U A, 1970 Faldsumnudsuauisiagiu
[27] Wneidenguuuulunisnensalegradusyuy
T adulssdns anduwusludiesnazan
Fuuszavsanduiusluiiesusdiu vaaounie
adfuaznisuigaenud efuvesardanaly
ounAn FarsliiAndiuuy ARIMA Taeteyaoynsy
nanfiundwszddendunuuns (stationary)
waglaifiuuwiliy

AILUU ARIMA(p,d,q) A® AILUU

v v oA

ARMA(p,q) 91 uasi1e (differencing) Suau? d
Wi eudasteyaaunsuiatiuuliasd (non-
stationary time-series) g uﬁﬁagaaqmunm

wuuAsh Jeanunsaideuluvaunisnsl
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#(B)1-B)'x =0(B)w,

Ieaunsaleuannisy (11) tedu

(11)

(1-pB-¢B -..-,B')(-B)'x =(1-0B-0,8"-..- 68w (12)
il PPy @, Ao AduUsEavSLAnsSuSUTDs
NTEUIUNTT autoregressive Tnedi @, #0 uaz
0.6,,...0, Ao Adulsedns Lanadudues
NLUIUNIT moving average Tneil 6, #0 wag
W, fe Arruedeudiiinisuanuasuundiden
(Gaussian) Inefaadeifu 0 wagauuUsUTIu
62
2.1.5 n15iaUsednfainveanis

AATILENITINNGY

derBineilsthnsinsizsinig
Jangululdivyndeyasynsuial uasnInnsu
ﬂq'uwdl w1939 (true cluster solution) VoILA A
wiglugateya NazgausainUszdnsninves
nauTlanFees e 4 2 wuu fedl

(1) A19M5IN15IWUNA A (mis-
classification rate) {uenfiuenisrufinnaialy
msfangu Tnglumnuideiidsanspdoyasynsy
et é?faﬁm"]ﬂéjmﬁﬁi’ﬂaaﬁumﬁmﬂuﬂﬁjmﬁ
w3 wazidoldnisTinsgsinsdnnguivyn

1% a

UBUAN
Y

4

"

o
o

$rnonaady naufdnunlagnsiae
ﬂﬂiﬁ@ﬂﬁjﬂﬁ?ﬂﬁﬁ]%ﬁ’mqmiﬁ%ﬂaUﬁUﬂﬁjmﬁLLVQ]JR]%Q‘?]I
I¢andifusiEuiu fgnaoluil
misclassification rate = U7 U
(13)

PIU RINA1TNTINITIVLUNARA

pUATNYITUERN + IUToYaIVINA
(misclassification rate) I A 11U 98 9zUanddq
Usgdvanmlun1sdnngui

(2) AN15UsTELIUNSTANA NYDY
Kalpakis In® Kalpakis [17] 1@Uan19AUIUAINIT

Uszillun1sinnguues Kalpakis 30 Sim(G,C)

1008

dmsultinusgansnnlunsianguiilonsiungy
MN9396194
k

Sim(G,C) =1/k)_max Sim(G,,C,) (14)

1<j<k
i <j<l

lnei G Junnmesuanangud
Y a v 1 1 ¥ |
widssvestayausazyheluyntoya uay C 1Tu
NNMBTRAAINANTIQNIALABNITIATIENNTIA
nauveusazmeluyadeya
2|6, nC|
|G.|+|C.|
i i

o] Ao nstuTwuannTnludasien was k Ao

G Sim(G,,C,) = T

FuuNgu Wt wnen Sim(G,C) dAw1n A
wamsdeUszavsnmlunisdangudia
2.2 madSeuiiiguTuyadayadnaes

Wiguiieulugadoeyadiaes laudl
Funsugssiolui

fumoudi 1: Seosmndeyaeynsuam
TagldTusunsa R savan 14 nau Tasluusdazngy
Fra0sefnuy ARIMA Usznaudaedauuudsl
ARIMA( 1,0,0) , ARIMA( 0,0,1) , ARIMA( 1,0,1) ,
ARIMA( 2,0,0) , ARIMA( 0,0,2) , ARIMA( 2,0,1) ,
ARIMA(1,0,2), ARIMA(2,1,1), ARIMA(1,1,2),
ARIMA( 1,1,0) , ARIMA( 0,1,1) , ARIMA( 1,1,1) ,
ARIMA(2,1,0) wag ARIMA(0,1,2) Taen1vumAn
wfiweslundazinuudandunssd 2 §9
YWINVBIToY AN oI lunAaznay (N)
winiu 50, 100 wag 300 MNAU

Fumoud 2 : Yanqudeyadienis
TiAs18YN15TANa uT a3 an 38 algorithm K-
medoids tnedandrurunguvesnisdnnguiu
14 ngu Fahiusuunguiiuaseanduneud 1
waztdenlduinsinszuevnedmiudoyasunsy

1381 8 WUU Usenaumie Euclidean, Minkowski,



U7 27 avvil 6 waadnieu - Suaipu 2562

215815 Imemansuazinalulad

dynamic time warping, Chouakria-Douzal,
Piccolo, Maharaj, discrete wavelet transform

e cepstral-based

M15799 2 FLUU ARIMA LagA1n151aLmes 7

Anun

Fluy ATNISILRDS
ARIMA(1,0,0) ¢, =05
ARIMA(0,0,1) 6; =—0.5
ARIMA(1,0,1) ¢, = 05,6, = —0.25
ARIMA(2,0,0) ¢, =0.5,¢, = —0.5
ARIMA(0,0,2) 6, =0.5,0, = —0.25
ARIMA(2,0,1) | ¢, = 0.5,¢, = —0.5,6, = —0.25
ARIMA(1,0,2) | ¢, =0.5,0; = 0.5,8, = —0.25
ARIMA(2,1,1) | ¢; = 0.5,¢p, = —0.5,8; = —0.25
ARIMA(1,1,2) | ¢, =05,8, = 05,8, = —0.25
ARIMA(1,1,0) ¢, =05
ARIMA(0,1,1) 6, = —0.5
ARIMA(1,1,1) ¢, =0.5,6, = —0.25
ARIMA(2,1,0) ¢, =0.5,¢, =05
ARIMA(0,1,2) 6; = 05,8, = —0.25

Funoudl 3 - AuINAIERINNSTILUN
A (misclassification rate) wagAN1TUIELEUNTT
Jangumes Kalpakis vesusiazannsiassoeiieng
8 uwuu Wisldlunswdsufiousyansnmnisdn
nauvBIsarIInTInssuEynesialy

Tupoud 4: viren 1,000 A% waz
AUINNIAILDE HUDIA 1T ATINITTILUNAR
(misclassification rate) LagAIN1TUITLLAUNITIN
NauYed Kalpakis YousazanTIasEaynaiiovh

A1591889A5U 1,000 ASY
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Tupoudl 5 : WisuisuUszAnsam
ms%’mmjmaqmmﬁmz*azviwﬁ’n 8 uuu lagsng
TolodAedsvossnainisauunia (misclassifi-
cation rate) #iign w3 eflAtadsn1sUsziiuNg

@ '

dnnguves Kalpakis geflan awifuanniaszezsing
fifiuszansamannd qadmsudeyadszian
BUNTULIAN
2.3 madSeuiiiguTuyadayaass

Wiguiieulugadoeyadiaes laudl
Funsugssiolui

Funeud 1 : funuTuteyasaln
F18Tuee 68 nannIng ludvll SET100 Ysednd
w.el. 2561 sgninatudl 3 unsiem W 2561
Ful 30 iwweu WA, 2561 S1uauvieau 80 Yu

Fupoud 2 ; AATIEARILUUBUNTULIAT

v

ARIMA 15 udasyasiadaveandnnsngly

o
=1

U

Jupaun 1 MeliITeausauUInguuanvsng 6

nau AudnuuEAILUUBYNTIIaIAILanTlY

A15197 3

v '
£ =

UURABDUN

[ v (%

3:9ANa NV AN IYATT

q U

v

TATIER N15TANq UTBYan 38 algorithm K-
medoids lnaidend uiunguuasnisdangudu 6
naa Faviiusuunguiiuiaiinduneud 2
wazidenldunsinszevvivdmiutoyasunsy 8
LUU Usenaumie Euclidean, Minkowski, dynamic
Piccolo,

time warping, Chouakria- Douzal,

[
1

Maharaj, discrete wavelet transform W @
cepstral-based

Funoudt 4 : MUINIAISAITINITIILUN
i (misclassification rate) wagANITUTLHUNTT
Jnnguaes Kalpakis vasusazunsTnszazsingiia
8 35 wioldlunisssuiivudszansnannisen

NAUTBIUFREUINTINTEEYYIs b
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Tupeud 5 Wisuileudsedniam  Wlsuilleuiunadliaindeyainass

NSIANGUVDININTIATLEYII9E 8 WUy wazild

M990 3 annsndluusiaengunazdnuaziuuuauNIuAIMNEITDY

nau wanning Tuaumannindlungy | JULUUaUNTUNIAT

PSH BEC MAJOR ESSO TASCO BANPU UV HANA

1 10 ARIMA(1,1,0)
MINT CENTEL
TTA STA GFPT TRUE BH CK BPP BCPG BIG KTC

2 13 ARIMA(0,1,1)
KTB PTG KKP

3 |SGP THAI BA TKN HMPRO SCC 6 ARIMA(2,1,1)
CPN BTS SPRC JMART KBANK LPN JWD AAV

4 11 ARIMA(0,1,2)
BEAUTY GLOBAL TVO

PTT PTTGC BCH MEGA INTUCH BBL AOT EGCO
5 11 ARIMA(2,0,0)
CKP CPALL BEM

SIRI CPF GUNKUL STEC GGC WHA LH WORK
6 17 ARIMA(1,1,1)
TMB BJC QH MC SAWAD [TD SCB GPSC IVL

M13199 4 wansiUSsuiisussaninmuesnsinssegrinslunisiiaseinsianquillesuindeya

ai’waa@’[,ul,wiazna:mﬂu 50, 100 wag 300

wnsinssezrnly ANTINTIUNRR AN5UsELEIUNTIANGNYRY Kalpakis

N3IATNNITIANGY N=50|N=100] N=3000 N=50 | N=100 | N =300

Time domain distance measure

Euclidean 0.477 0.475 0.469 0.502 0.505 0.601
Minkowski 0.346 0.339 0.337 0.582 0.591 0.595
Dynamic time warping 0.201 0.195 0.188 0.820 0.834 0.835
Chouakria-Douzal 0.261 0.259 0.254 0.765 0.766 0.771
Piccolo 0.279 0.279 0.279 0.721 0.721 0.721
Maharaj 0.266 0.266 0.266 0.733 0.733 0.733

Transform-based distance measure

Discrete wavelet transform 0.374 0.370 0.368 0.601 0.604 0.607

Cepstral-based 0.318 0.305 0.299 0.628 0.630 0.631

1010
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3. NAN1539Y

AT LEueNansssuTisulneuUs
goniu 2 du Tudwdl 1 Wisuidlsuuszansam
yeaunnsinszogidlumslingzsinisdangu e
finsldunsinszozvisiiunnanetu 8 wuu Tneld

yadoyadnaed avd1un 2 Wisuguusedns

MMNBINT NI TInTE LNl uNITIASIERNIS
Jangu Welinmsldunasinyaideafuduludud 1
Tngldgateyaass Fudusimlaseiuves 68
vdnning Tusvil SET100 $ruauiedu 80 Fu Tne
nan15L3suLisudusunsaesdiutu wanly

A13199 4 Wag 5 AUaIRU

M99 5 wansiUSeuiigulsEansnmuesnasinssesislumslinseinisdnnguluyntoyadss

W TInszeeislumMAATeInNIsIangs | A18nT1N1sNUNR | AnsUsEEun1sIANguves Kalpakis
Time domain distance measure
Euclidean 0.521 0.531
Minkowski 0.487 0.590
Dynamic time warping 0.248 0.785
Chouakria-Douzal 0.314 0.692
Piccolo 0.388 0.645
Maharaj 0.375 0.638
Transform-based distance measure
Discrete wavelet transform 0.466 0.576
Cepstral-based 0.459 0.588

M15°97 5 nudmsugadeyasseiidu
Toyas1A1lnseTuves 68 nanning ludvil
SET100 91u7uiedu 80 U 11nTInSyemieuuy

dynamic time warping ThUsz@nsn1ulun1sdn

o a

ngugaiign 1esandlAdnsnissuuniiadiage
uazfiAmsUseiliumsdnnauues Kalpakis gefian
Na991NTANG UAIY algorithm K-medoids &du
1IN TTATZELN 19WUU Chouakria-Douzal T4
UsgAvBamlunisdangusosasun uazanas i
UsgdnSainsian Ao 11AsTnszeEsiIuUY
Euclidean Lilaa9niiansnsnissiuuniingsdian

wazdA1n15UsEidun1sIanguves Kalpakis #1
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fan Fawan1siseuiisuilaaindeyadisaen

AdpsfiunanisiUSeuieulugadeyainass

4. #5Unan133Y
mATethiauenansssuiouyssans
Anveansldn1siasginsianguluyadeya
BUNTULIAT dlofinslduinsiaszazing 8 uuu
Tnautansinszidu 2 @ dwdl 1 1Wisudiou
s
YA oY

q U

ARIMA wagdaun 2 WSsueuussansnines

a a

AnSnnvean1slinsieseinsiangueiy

@
b

A91809N UARZNFUYNTIABIAIYAIUUY

nsldmsiiseinsdangueieyadeyadse lag
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TgsaUnsieiures 68 nanniwg Tuswil SET100
FIUIHIA U 80 Fu AeusTuil 3 unsiau w.a.
2561 feTuil 30 Wwiew w.e. 2561
dieldAdmsinistuunia (misclassifi-
cation rate) LagAINISUTELIUNNTIANG UVBI
Kalpakis t3utnauailunsidseuiieuuss@nsan
NSIANGN NUINNINTIATYLUIUUY dynamic
time warping Tiuszansamlunisdnngugean
Feaonndosiunaisuves Pertesa wax Vilar [18]
3998911 AD NINTTATLEEWIILUU Chouakria-
Douzal danasiaiiduszansnineian e uns
Snsvezviauuy Euclidean 3slinadenndosiusia
luyadoyadsaazyndoyadnast uagnINiia1san
fevuaszazialuusiazngy wudnileyadeya
aqmmwmﬁmmﬂmﬁu wnsinteyadiulngas
fivsyAnBaIngsdu sniiunnsiauuy Piccolo
ez Maharaj
WildUseufieuUssansnmeanisan
naulunguuinsinsresvinegruld sugudy
(transform-based distance measure) WUIH1AT
TMS2EEMNUUU cepstral-based HUszdNTAMEs
NTIUIATTATEEEW1ILUY discrete wavelet
transform Feaenndasiunalseves Kalpakis [17]
wangalagavinuinsinszegriiawuy dynamic

time warping

5. doLauBLuY

nad b anuiTed nuauas e i
Uszavisnmgsignlunislinisiinsissinisdnngu
dmsutayaounsuiian Ao 1INTINTEELIUUY
dynamic time warping ﬁaﬁﬂagmwﬁwmmmi’ﬂ
Fanan fie nsldalunsdmnuiiunundnms

v

TauuuBU (computationally expensive) AatULT
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avlvansaieuiisunnnsinssesiaiidauas
INUINTIINTEHLILUU dynamic time warping
LU NIATIATEEEWIIULUU global alignment
Kernel distance [27] #39u1053A528% HI9LUU

soft-DTW [28] Tusunan
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