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Abstract

The new hybrid model using linear regression methods to combine both ARIMA and Artificial
Neural Networks (ARIMA-ANN-REG Hybrid Model) achieves better prediction accuracy than the
traditional hybrid model combining ARIMA and ANN (ARIMA-ANN Hybrid Model). This research
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examines and compares the prediction accuracy among ARIMA model, ARIMA-ANN model, and

ARIMA- ANN-REG model by using both real and simulated data for the comparison of prediction

accuracy. The simulated data are generated from 8 ARIMA processes and the real data are

comprised of six real datasets in Thailand. The results suggest that ARIMA-ANN-REG model has the

highest prediction accuracy in both real and simulated data.

Keywords: ARIMA-ANN; hybrid model; regression analysis; time series data

1. UNUI

v
=

U3 dudui¥nniensdnsnig q Lindu

e i biAansudsduiigaiudeiSeudiou

' a

I153NIN

]

fulusdniiriugn uazduinsuiud 30
psAnsivszaumuduadududeainisnauny
ouraniia Tngialugndinisldauivisadfun
Uszgndiiteldnensalivmnisallueunan Fans

3Lﬂi’13ﬁat§ﬂiunm (time series analysis) iy

G|

fnfgnLAusIVTIU

wilsluisnsafiaflddoyalusinig
ANUEIRULIANLNATIEUNITUT BAIRUULTIANN
mansunudnuaznisiedoulnvestoya ilold
dwunensaldeyaluewian [1]
I5n157AsIEaUNTNLIAdNa8TE
ansauuadu 2 ngu nquusn A 35nsuUUIE
\&u (linear approach) 4 sfidoauufi1dnwae

a v

muduiusvasmdunatagiuduilsidudad

'
aaa

yosrdunaluedin wasisnaianduitouly
nawil #io nManeInsaifeisues Box-Jenskins 39
dAalud a.a. 1970 Tngldaduuszans anduius
TuilanarAduUssans andunugludaies
NS RUUd UM swennsaifisen
autoregressive integrated moving average
(ARIMA) Fasfiusuuuiimnsauiunisldnennsel
sunsunaludwiduilsifudadunsaldd

a13liaunsaesuiednuwaziuulilydadun sl

2102

aglurndunavesdeyasynsuiantantin [2]
lwaweun dnsiau1isn1siasen
aunNsuIaINg U aes teldlunisdnwiainy

¥ v &

duusnldledaduvesoynsunian (non-linear

aad

approach) LLaﬁ‘%ﬂmqaawLﬂuﬁﬁaﬂuﬂdmﬁ Ao
ALUULAT Y e UTEAMLTBY (artificial neuron
network, ANN) sﬁqL‘fJu@hquﬁﬁmmmué’wqﬂu
nswennsaideyaeynsunantuguilaiuilsddy
Badunsauazdeudenvgulunisldau esan
lisnJudesidoauuiidosdu (assumption) lu
NNTAS ALY
faiitoyaeynsunadnlvginilasathg
ffiduuszneutauuuidadunse wazuuuitldle
Fadunss faun1siinsesieyniuaidei
WUU ARIMA 386Uy ANN LEIAILUULAYID1Y

o o A

09110 eswnldaiuisaeiuieanuugnis
LﬂﬁaulwaLLazé’ﬂwmzmsﬁuuﬂsmaasﬁ’agaauﬂiu
nawatueg1eAsUEIY Zhang [3] 3ldiauas
wuUKaw (hybrid model) 581319620 ARIMA
LazdIuuy ANN 1 aldnennsaitoyad fidou
Usgnouisanslidauudugiuindu waglds
Hauladnuin1sneinsalaunsuiiaIfeinuy
naunInanlIvanenuiteaieiy 1wy Faruk [4]
Meth wagane [5] Koutroumanidis agae [6]

Ebrahimi [7] Wi%#3 uazaue [8] vy il uag 1in



i 28 aviudl 12 SuatAu 2563

215815 memansiasinalulad

[9] way ¥ons audan wazaue [10] ﬁgﬁmu?ﬁa
fandnseausaasuilmileuduiinisldiuuy
NAUTENINALUY ARIMA Wagsiauuu ANN TH
ﬁmuLinus]’wﬁzjmd’lﬂ’lﬂsi’f@f’;LLUU ARIMA L8193
WUULAE?

foun Khairalla bazame [11] Tawaiun

aa

Sn1skauskuu ARIMA wag ANN 35Tud Tag

91A8I5N157LAS 18V N150ANDY (regression
analysis) 1itosauAnensalvewisaesiauUen
sy uarlidoyadnmsuanasuiuanagls
(SDG-EURO) il 9¥19@8UA211 Wl UE1UBIRIUUY
Fanan Galdmaasuinfuuunansening ARIMA
AU ANN Tagldigaasiziinisannasliaanuuiuen

o

MPUUNANYBS Zhang [3]

v
o a W

SIUNA

Y

Tun1snensalfiaen

<

nsAnwIA Joaulafiazvenveuiun
1139804 Khairalla wazaniz [11] 1 elUTov
WIBUAIULLUEIVBIAILUURANTENINE ARIMA
U ANN Tagld353aseinisannssuagiiwuy
NELTENI9 ARIMA U ANN @84 Zhang [3] lagly
YATe3ABYNTNLIANTA 19 IEFILUY ARIMA
famua 8 Fauuu LLasisi’j’squaagjaﬁaﬁwm 6 YA
Toya Inglfinasisnvesdnainiadeuiidaaes
(RMSE) 1Tua3 ossfelunisiuFouiiisudauuy
Fauuulaiifan RMSE fga azidumuuuilinad
fign wan3AnYINUIIFILUURAN ARIMA-ANN-
REG fnuusiugilunisnensaigefigaisluya
Toyaasauazyadoyadians muidedfain
Uslomivsslovdvalummguinazmsu §UA

9
o

Weninseideyaannsadmaidenlatly
19Tun15919umuns ol dunuinislunisiden

TBsnensaldmiuvteyasynsunatlusuian

2. 35n11599¢

2103

2.1 Anwduuunaznguiitieades
2.1.1 f1llUU integrated autoregressive
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Figure 1 ARIMA-ANN hybrid model

Table 1 Previous studies on ARIMA-ANN hybrid model in time-series analysis

Research

Time-series data

Faruk [4]

water quality

Meth et al. [5]

Indian stock

Koutroumanidis et al. [6]

fuel wood prices in Greece

Ebrahimi [7]

styrene price

Siripanich et al. [8]

closing price of PTT

Somsila et al. [10]

air quality in Thailand

a15199 1 wuldafinisihsauuy
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Figure 2 ARIMA-ANN-REG hybrid model
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ARUAAINISIdLReS lULAazA L uUaLandly
m15197 2 4 sluusagdauuuagsiasnnald
anrun1salifediugIuIu 100 soU wazluusay
JOUVBINITINADIETa0VUINTBYanI 0T Y
valuusiagsiaiuy (V) 300 90L380

Fumeudl 2 : wisdeyasenidugadaya
AN (training set) 91u3u 210 gaal (Aadu 70
%) dwsuldlunsaiieinuy wasyndeyavadey
(test set) $1uu 90 garIan (@aidu 30 %) iitold
Useifiuanuusiugiwosiauuy tnefuuuiifasd
ANNNEISINVBIANRABYEY RMSE s

Fumeudl 3 : thdeyafininasrsiauuy
ARIMA LazAaldendauuuiimnzauiige lng

#15041310A1 AIC AnduneInsallugadoyanin

Table 2 The 8 ARIMA models and their parameters

LLazﬁﬂ%@uﬂﬁﬂﬂﬁ@Uﬁ’JﬁJﬁ’JLLUUﬁﬁﬂLaaﬂ AUIRIAT
RMSE Tuusiarseureantssiaes wartufindnade
RMSE 91nn1391809 100 58U

fumeuil 4 : thieyafinanadrsiauuy
MLP Usgneusetudoyauindi 1 funeldsiuou
1 node Fudou 1 Yun1eldsiuan 1 8 5 node
gl sigmoid logistic function \Huilsridunssau
wardunadns 1 Suneldsiuau 1 node Tngld
linear function LduisAdunszdu tneldinaiea
N19L58UT WUUUNT §BUNAU (resilient back-
propagation) Y udndendauuu ANN 7

a

Winzauian F9a151910A1 RMSE Me171an

q

a

wazilunensaldoyadiui ldiduisddwda

VAUNTINILHILUUTNARLEDN

Model Parameters
ARIMA(0,1,1) 0, =—-05
ARIMA(0,1,2) 6, =0.5,0, = —0.25
ARIMA(1,1,0) ¢, =05
ARIMA(1,1,1) ¢, = 05,0, = —0.25
ARIMA(1,1,2) ¢, = 0.5,0, = 0.5,8, = —0.25
ARIMA(2,1,0) ¢, = 0.5,¢, = —0.5
ARIMA(2,1,1) ¢, =05,¢, = —05,0, = —0.25
ARIMA(2,1,2) ¢, = 0.25,¢, = —0.5,6, = 0.5,6, = —0.25

Funoud 5 lutayadnasusazsou Amnsfimediildanndinuu ARMA lutuneui 3

YAduiiwde (residual) ldannnisnennsal
AU ARIMA Tuyatayal naeuuias ey
WU MLP Tnefiaudumiiovluduneuil 4 arniu
AMNBATNYINTAITIN (total forecasting) NS

udeyadiuiiduilaidudadunsilumenves
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nazdoyaduilifuiladduiadunsdumonves
ArmsfimesiildainnisiuuuiadetieUssam
Wonludunouidndeiu Aulamal RMSE Tu
LAazsaU wastufinA1Lads RMSE ¥89fuuy

ARIMA-ANN 9101193978949 100 59U
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Tupoudl 6 : ludoyadiaosudarseu
1AL LA INAITNEINTA A 286 ILUY
ARMA Tuduneudl 3 wavdmennsallaannnis
weornsaldreianuu MLP luduneud 4 undu
gandsaulunisTasigvinisanney wagly
FuUszansnisanaesiildundudndrniminues
FILUU ARIMA wag ANN 9ntusuiadwennsel
574 (total forecasting) AEAMLUUANNITONDDY
flanana AuIiA1 RMSE Tuuragsou wagdudin
Aadey RMSE 10469bUU ARIMA-ANN-REG 91
N1597884 100 50U

JUABUT 7 : WIBUTgUAINULLUEN VD

fILUU ARIMA ALLUU ARIMA-ANN LazALuU
ARIMA-ANN-REG Taeldinueis1nvesa1Aana
waouidsaondundesielunisisouiivud
wuU Feuuulefifieadeves RMSE ﬁ’]ﬁj@%lﬂu
éfuwuﬁiﬁmaaﬁqm
2.3 msfnwdIsuiiisulugadayadse
ladnwwaziUsuiisuluyndoyadss

v
o

Tnefidunoussielui

Supoud 1 - WusuTngadayasynsy
18131 6 YATLA INUNEIRI 9 il manm
nannsngursUsendlng nsunisatnelu way

dilnnuAsygRagnamnTsy Auandlunised 3

Table 3 The 6 real datasets and their related ARIMA models

Time-series dataset Periods Time points (N) ARIMA model
Egg price (monthly) 2008-2018 132 ARIMA(0,1,1)
Import value (monthly) 2011-2017 84 ARIMA(1,1,0)
Pork price (monthly) 2008-2018 132 ARIMA(0,1,2)
Instant noodle price (monthly) 2001-2015 180 ARIMA(1,1,2)
HMPRO stock price (daily) 2018 80 ARIMA(2,1,1)
SIRI stock price (daily) 2018 80 ARIMA(1,1,1)

v '

TURDUN 2 : WUIYATBYADUNTULIAT

v

YAUDLAN (training set) T1UIU 70 %

q U

wsiazyaLdu
vesd1uIugaan wedmiulflunmsairsiuuy
wazduiimde 30 % daduyeadeyanaasu (test
set) teliUszifiunnausiugvosuuy
Funoud 3 : thdoyafinasuuaiiah
LUU ARIMA Wwazfnidonduuuiimnzaudian log
finrsananen AIC 9rnduneinsallugadeyatin
uazyndoyanaasumefLUuiRaden A

RMSE Y@9usiasyndoyaunsuia
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v
o

Fumeudl 4 : hdeyailnaeuasiei
oy MLP meldveuivmauidedililuyndeya
$1009 wazhduuusnawensaideyadailsl
Huilsitudadunssiesuuuiidaden

1%

VBHADUNIU

U q

Jupaud 5 : wiavyateya

v

1981 dedIud 1vde (residual) 7 lfannnis
NeNTAUMILAIMUY ARIMA Tugadayatinunasng
vy MLP meldvouininuddoiildluyadoya
$1ae9 InduiunAmensalsay (forecasting)

argnssndeyadiunduilandudadunsedu
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WBUYBIATNISITLADS T L ARINH LU ARIMA Tu
Tunoud 3 wavdoyadiuiliduilsidudadunse
TuwmauvaIAINISNR MBS N HNNAITHILUU ANN

Tutumnaulit1n8iy ANUINAT RMSE 98967WUU

ARIMA-ANN Tuusingyndayaaunsusial
TJupauil 6 : urazyndoyatoyasynsy

1387 UAINEINSAILAINNISNEINTAIABFILUY

ARIMA  Tudupau? 3 wazAmelnsalleannnis

Table 4 The results of ARIMA, ARIMA-ANN, and ARIMA-ANN-REG on the simulated data

Averages of RMSE
Processes Models

Training set Test set

1. ARIMA 5.8892 7.0866

ARIMA(0,1,1) 2. ARIMA-ANN 4.1285 5.3765
3. ARIMA-ANN-REG 4.0893 5.3208

1. ARIMA 4.8533 5.7596

ARIMA(0,1,2) 2. ARIMA-ANN 4.5314 5.3201
3. ARIMA-ANN-REG 3.9795 5.1278

1. ARIMA 6.8269 9.6872

ARIMA(1,1,0) 2. ARIMA-ANN 6.3847 9.3756
3. ARIMA-ANN-REG 6.0138 8.9825

1. ARIMA 4.2479 5.6880

ARIMA(1,1,1) 2. ARIMA-ANN 4.1118 5.5557
3. ARIMA-ANN-REG 3.9880 5.2110

1. ARIMA ar7ri 6.8972

ARIMA(1,1,2) 2. ARIMA-ANN 4.6540 6.2221
3. ARIMA-ANN-REG 4.2854 6.1857

1. ARIMA 4.0852 5.8882

ARIMA(2,1,0) 2. ARIMA-ANN 4.0627 5.7924
3. ARIMA-ANN-REG 4.0618 5.6824

1. ARIMA 3.8528 5.6444

ARIMA(2,1,1) 2. ARIMA-ANN 3.7007 5.0192
3. ARIMA-ANN-REG 3.6954 5.0009

1. ARIMA 4.8142 5.5221

ARIMA(2,1,2) 2. ARIMA-ANN 4.8066 5.3218
3. ARIMA-ANN-REG 4.7240 5.1179
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Table 5 The results of ARIMA, ARIMA-ANN, and ARIMA-ANN-REG on the real datasets

Averages of RMSE
Time-series dataset Models
Training set Test set
1. ARIMA 6.8939 10.2570
Egg price 2. ARIMA-ANN 6.6501 9.2222
3. ARIMA-ANN-REG 6.4448 9.1543
1. ARIMA 17.2887 20.2123
Import value 2. ARIMA-ANN 15.2008 19.8787
3. ARIMA-ANN-REG 14.1119 18.6450
1. ARIMA 8.8899 11.5281
Pork price 2. ARIMA-ANN 8.5210 10.8933
3. ARIMA-ANN-REG 8.4443 10.2256
1. ARIMA 5.8993 8.9872
Instant noodle price 2. ARIMA-ANN a9rrr 8.0005
3. ARIMA-ANN-REG 4.2368 7.9892
1. ARIMA 3.6684 5.8722
HMPRO

2. ARIMA-ANN 3.5972 52121

stock price
3. ARIMA-ANN-REG 3.0821 5.1009
< 1. ARIMA 4.8957 6.2121

IRI

2. ARIMA-ANN 3.8280 5.8883

stock price
3. ARIMA-ANN-REG 3.7263 5.4214
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983 Khairalla wazaneg [11] lUUszgnaldiuda
LUUNANTLAD U LU AILUUNENTENING ARIMA

LYY s

Audnnosninmosuusu (ARIMA-SVM) wazii
auladeyaeynsunanfiiggniaeisassfiansand
WUV seasonal integrated autoregressive moving
average (SARIMA) Wianfisl wagthdauuudiang
waradusuuunadld visdmannisveinisin
validation 3179907 WU Msdamans « a3sues
ToyagaRnNuiuYAnAaey N1sLUeSosazuY
§u 1571 K-fold validation LAz LUIAAYD
Bagging, Boosting 11591415841 § 99z vi1H
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