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บทคัดย่อ 
วัตถุประสงค์ของการวิจัยนี้ คือ เพื่อสร้างตัวแบบพยากรณ์ที่เหมาะสมที่สุดของจำนวนผู้ป่วยโรคเฝ้าระวังใน

ประเทศไทย โดยใช้ข้อมูลจากเว็บไซต์ของระบบฐานข้อมูลด้านสังคมและคุณภาพชีวิต ตั้งแต่ไตรมาสที่ 1 ปี พ.ศ. 
2546 ถึงไตรมาสที่ 4 ปี พ.ศ. 2560 จำนวน 60 ค่า ผู้วิจัยแบ่งข้อมูลออกเป็น 2 ชุด ชุดที่ 1 คือ ข้อมูลตั้งแต่ไตรมาส
ที่ 1 ปี พ.ศ. 2546 ถึงไตรมาสที่ 4 ปี พ.ศ. 2559 จำนวน 56 ค่า สำหรับการสร้างตัวแบบพยากรณ์ด้วยวิธีการทาง
สถิติ 3 วิธี ได้แก่ วิธีบอกซ์-เจนกินส์ วิธีการปรับเรียบด้วยเส้นโค้งเลขชี ้กำลังของวินเทอร์ และวิธีการแยก
ส่วนประกอบของอนุกรมเวลา ชุดที่ 2 คือ ข้อมูลตั้งแต่ไตรมาสที่ 1 ถึงไตรมาสที่ 4 ปี  พ.ศ. 2560 จำนวน 4 ค่า 
สำหรับการตรวจสอบความแม่นของตัวแบบพยากรณ์ด้วยเกณฑ์เปอร์เซ็นต์ความคลาดเคลื่อนสัมบูรณ์เฉลี่ยที่ต่ำที่สุด 
ผลการวิจัยพบว่าวิธีการพยากรณ์ทั้งหมดที่ใช้ศึกษา วิธีการปรับเรียบด้วยเส้นโค้งเลขชี้กำลังของวินเทอร์ที่มีตัวแบบ
คูณเป็นวิธีที่มีความเหมาะสมกับอนุกรมเวลาชุดนี้มากที่สุด 

คำสำคัญ : โรคเฝ้าระวัง; บอกซ์-เจนกินส์; การปรับเรียบด้วยเส้นโค้งเลขชี้กำลัง; การแยกส่วนประกอบของอนกุรม
เวลา 

Abstract 
The purpose of this research was to construct the most suitable forecasting model for the 

number of patients with disease surveillance in Thailand.  The data gathered from the website of 
Social and Quality of Life Database System during the first quarter, 2003 to the fourth quarter, 2017 
(60 values) were used and divided into two categories. The first category had 56 values, which were 
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the data during the first quarter, 2003 to the fourth quarter, 2016 for the modeling by the methods 
of Box- Jenkins, Winters’  exponential smoothing, and decomposition.  The second category had 4 
values, which were the data during the first quarter to the fourth quarter, 2017 for checking the 
accuracy of the forecasting models via the criterion of the lowest mean absolute percentage error. 
The results showed that among all forecasting methods that had been studied, Winters’ 
multiplicative exponential smoothing method was the most suitable for this time series. 

Keywords: disease surveillance; Box-Jenkins; exponential smoothing; decomposition 

1. บทนำ
ในช่วงปี พ.ศ. 2558 มีเหตุการณ์สำคัญหลาย

เรื่องที่ส่งผลกระทบต่อสุขภาพประชาชนไทย ไม่ว่าจะ
เป ็นโรคเมอร ์ส  ป ัญหาหมอกคว ันจากไฟป ่าใน
อินโดนีเซีย โรคไข้เลือดออก ปัญหาการบาดเจ็บจาก
การจราจร รวมถึงเหตุการณ์ในต่างประเทศ ได้แก่ โรค
ติดเชื้อไวรัสอีโบลาที่ทวีปแอฟริกา โรคไข้หวัดนกใน
ประเทศเพื่อนบ้าน และการเกิดแผ่นดินไหวที่เนปาล 
ซึ ่งล้วนนำมาซึ ่งความสูญเสียที ่ใครก็ไม่ต้องการให้
เกิดขึ้น ดังนั้นเพื่อเป็นการรับมือกับปัญหาสุขภาพที่
อาจเกิดขึ้น กรมควบคุมโรคจึงประกาศโรคเฝ้าระวังใน
ปี พ.ศ. 2559 จำนวน 5 โรค ได้แก่ โรคไข้เลือดออก 
โรคอหิวาตกโรค โรคไข้กาฬหลังแอ่น โรคไข้หวัดใหญ่ 
และโรคมือเท้าปาก โดยโรคไข้เลือดออกเป็นโรคระบาด
ที ่มี 4 สายพันธุ ์ (DEN1-4) มีการผลัดเปลี ่ยนกันมา
ระบาดตามแต่ความชุกที่แตกต่างกัน อาการของโรคที่
เด่นชัด คือ ผู้ป่วยจะมีจุดเลือดออกเล็ก ๆ กระจายอยู่
ตามร่างกาย ช่วงอันตรายของโรค คือ ระยะช็อก ซึ่งมัก
เป็นวันที่ไข้ลง จึงต้องรีบนำผู้ป่วยส่งโรงพยาบาลทันที  
โรคอหิวาตกโรคเป็นโรคติดเชื้อระบบทางเดินอาหาร
จากแบคทีเรียชนิดเฉียบพลัน เริ ่มด้วยอาการถ่าย
อุจจาระเป็นน้ำโดยไม่มีอาการปวดท้อง บางครั ้งมี
คลื่นไส้ อาเจียน และสูญเสียน้ำอย่างรวดเร็ว โรคไข้
กาฬหลังแอ่นเป็นโรคติดต่อทางระบบหายใจ มีสาเหตุ
มาจากแบคทีเรีย ผู้ป่วยจะมีอาการคล้ายไข้หวัด โดย

เริ่มจากการเจ็บคอ ปวดศีรษะ ปวดกล้ามเนื้อ ตามด้วย
ไข้สูง และมีอาการซึม โรคไข้หวัดใหญ่แบ่งเป็น 2 กลุ่ม
ใหญ่ คือ ไข้หวัดใหญ่ตามฤดูกาล และไข้หวัดใหญ่สาย
พันธุ์ใหม่ (H1N1 2009) อาการของโรคที่เด่นชัด คือ 
ปวดกล้ามเนื้อมาก อ่อนเพลีย เบื่ออาหาร และขมใน
คอ และโรคมือเท้าปากเกิดจากการติดเชื้อไวรัสกลุ่ม
เอนเทอโรไวรัสหรือไวรัสลำไส้ โดยทั่วไปอาการของโรค
ไม่รุนแรง เช่น มีไข้ เจ็บปาก มีแผลในปาก มีผื่นเป็นจุด
แดง หรือตุ่มน้ำใสขึ้นบริเวณฝ่ามือ ฝ่าเท้า หรือตุ่มขึ้น
ตามตัว สามารถหายได้เองโดยไม่ต้องรักษา แต่อาจมี
โอกาสเกิดอาการรุนแรงหรือโรคแทรกซ้อนได้ [1] 
สำหรับอนุกรมเวลาจำนวนผู้ป่วยด้วยโรคเฝ้าระวังที่
นำมาใช ้ ในการสร ้ า งต ั วแบบพยากรณ ์ คร ั ้ ง นี้  
ประกอบด้วยโรคเฝ้าระวังทั้งหมด 11 โรค ได้แก่ โรค
ปอดอักเสบ โรคไข้เลือดออก โรคมือเท้าปาก โรค
ไข้หวัดใหญ่ โรคบิด โรคหัด โรคฉี ่หนู โรคไข้สมอง
อักเสบ โรคอหิวาตกโรค โรคไข้กาฬหลังแอ่น และโรค
พิษสุนัขบ้า [2] ซึ่งการทำนาย (prediction) หรือการ
พยากรณ์ (forecast) จำนวนผู้ป่วยด้วยโรคเฝ้าระวังที่
อาจเกิดขึ้นในอนาคต จะทำให้ได้ข้อมูลเฝ้าระวังที่เป็น
ประโยชน์ในการตรวจจับการระบาดของโรค ติดตาม
สถานการณ์โรค อธิบายธรรมชาติและการกระจายของ
โรค ประเมินผลมาตรการควบคุมป้องกันโรค และ
ประเมินความเสี่ยงทางสุขภาพท่ีอาจเกิดขึ้นได้ [3] ด้วย
เหตุผลดังกล่าว ผู้วิจัยจึงมีความสนใจท่ีจะสร้างตัวแบบ
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พยากรณ์จำนวนผู้ป่วยโรคเฝ้าระวังในประเทศไทย โดย
ใช้ว ิธ ีการทางสถิติทั ้งหมด 3 วิธ ี ได้แก่ ว ิธ ีบอกซ์-     
เจนกินส์ วิธีการปรับเรียบด้วยเส้นโค้งเลขชี้กำลังของ
วินเทอร์ และวิธีการแยกส่วนประกอบของอนุกรมเวลา 
เพื่อเป็นเครื่องมือช่วยให้หน่วยงานที่เกี่ยวข้องสามารถ
นำไปใช้ตัดสินใจในการกำหนดนโยบาย กำหนดแผน 
งาน และวางกลยุทธ์ในการป้องกันผลกระทบที่อาจ
เกิดขึ้นต่อไป 
 

2. วิธีการวิจัย 
การวิจัยครั้งนี้ดำเนินการสร้างตัวแบบพยากรณ์

จำนวนผู้ป่วยโรคเฝ้าระวัง โดยใช้โปรแกรมสำเร็จรูป
ทางสถิติ ซึ่งข้อมูลที่ใช้ในการศึกษาได้มาจากเว็บไซต์
ของระบบฐานข้อมูลด้านสังคมและคุณภาพชีวิต [2] 
เป็นอนุกรมเวลาจำนวนผู้ป่วยโรคเฝ้าระวังในประเทศ
ไทย (คน) ตั้งแต่ไตรมาสที่ 1 ปี พ.ศ. 2546 ถึงไตรมาส
ที่ 4 ปี พ.ศ. 2560 จำนวน 60 ค่า ผู้วิจัยได้แบ่งข้อมูล
ออกเป็น 2 ชุด ชุดที่ 1 ตั้งแต่ไตรมาสที่ 1 ปี พ.ศ. 2546 
ถึงไตรมาสที่ 4 ปี พ.ศ. 2559 จำนวน 56 ค่า สำหรับ
การสร้างตัวแบบพยากรณ์ด้วยวิธีการทางสถิติ 3 วิธี ท่ี
มีความเหมาะสมกับอนุกรมเวลาชุดนี้มากที่สุด ได้แก่ 
วิธีบอกซ์-เจนกินส์ วิธีการปรับเรียบด้วยเส้นโค้งเลขช้ี
กำลังของวินเทอร์ และวิธีการแยกส่วนประกอบของ
อนุกรมเวลา เนื่องจากได้พิจารณาจากค่าเปอร์เซ็นต์
ความคลาดเคลื ่อนสัมบูรณ์เฉลี่ย (mean absolute 
percentage error, MAPE) ของข้อมูลชุดที่ 1 ดังตาราง
ที่ 1 แล้วพบว่าวิธีการเหล่านี้เป็นวิธีที่มีความเหมาะสม
กับอนุกรมเวลาชุดนี้มากกว่าวิธีการพยากรณ์อื่น ๆ เช่น 
วิธีการพยากรณ์รวม โดยวิธีการปรับเรียบด้วยเส้นโค้ง
เลขชี้กำลังของวินเทอร์แบบคูณมีค่า MAPE ต่ำที่สุด 
กล่าวคือ วิธ ีการพยากรณ์นี้สามารถสร้างตัวแบบ
พยากรณ์จำนวนผู้ป่วยโรคเฝ้าระวังที่มีความผิดพลาด
จากการพยากรณ์เพียงร้อยละ 12.5607 (MAPE = 

12.5607) ข้อมูลชุดที่ 2 คือ จำนวนผู้ป่วยโรคเฝ้าระวัง
ตั ้งแต่ไตรมาสที ่ 1 ถึงไตรมาสที ่ 4 ปี  พ.ศ. 2560 
จำนวน 4 ค่า นำมาใช้สำหรับการตรวจสอบความแม่น 
(accuracy) ของตัวแบบพยากรณ์ด้วยเกณฑ์ MAPE ที่
ต่ำที่สุด 
 
Table 1 MAPE of the first dataset 
 

Forecasting methods MAPE 

Box-Jenkins 14.5714 

Winters’ Additive 15.2762 

Winters’ Multiplicative 12.5607 

Additive Decomposition 15.4533 

Multiplicative Decomposition 13.9173 

 
สัญลักษณ์ที่ใช้ในการวิจัยแสดงดังน้ี 

tY  และ tŶ  แทนอนุกรมเวลาและค่าพยากรณ์ 
ณ เวลา t ตามลำดับ 

t mŶ +  แทนค่าพยากรณ์ ณ เวลา t + m โดยที่ 
m แทนจำนวนช่วงเวลาที่ต้องการพยากรณ์ไปข้างหน้า 

t  แทนอนุกรมเวลาของความคลาดเคลื่อนที่มี
การแจกแจงปรกติและเป็นอิสระกัน ด้วยค่าเฉลี่ย
เท่ากับศูนย์ และความแปรปรวนเท่ากันทุกช่วงเวลา 

0 , 
1  และ 

tS  แทนพารามิเตอร์ของตัวแบบ
แสดงระยะตัดแกน ความชันของแนวโน้ม และความ
ผันแปรตามฤดูกาล ตามลำดับ 

ta , 
tb  และ tŜ  แทนค่าประมาณ ณ เวลา t 

ของ 
0 , 

1  และ 
tS  ตามลำดับ 

 ,   และ   แทนค่าคงตัวการปรับเรียบ โดย
ที่ 0 1 , 0 1    และ 0 1   

tT  และ 
tS  แทนพารามิเตอร ์ของตัวแบบ

แสดงส่วนประกอบของแนวโน้ม  และความผันแปรตาม 
ฤดูกาล ตามลำดับ 
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tT̂  และ tŜ  แทนค่าประมาณ ณ เวลา t ของ
พารามิเตอร์ 

tT  และ 
tS  ตามลำดับ 

 t แทนช่วงเวลา ซึ่งมีค่าตั้งแต่ 1 ถึง 
1n  โดย

ที่ 
1n  แทนจำนวนข้อมูลในอนุกรมเวลาชุดที่ 1 

 s  แทนจำนวนฤดูกาล 
รายละเอียดของแต่ละวิธีการพยากรณ์ แสดง

ดังนี ้
2.1 การพยากรณ์โดยวิธีบอกซ-์เจนกินส์  

การกำหนดตัวแบบของวิธีบอกซ์-เจนกินส์ 
ทำได้โดยการตรวจสอบสมบัติฟังก์ชันสหสัมพันธ์ในตัว 
( autocorrelation function, ACF)  แ ล ะ ฟ ั ง ก ์ ชั น      
สหสัมพันธ์ในตัวบางส่วน (partial autocorrelation 
function, PACF) ของอนุกรมเวลาที่คงที่ (stationary 
time series) กรณีที ่อนุกรมเวลาไม่คงที่ ต้องแปลง
อนุกรมเวลาให้คงที่ก่อนที่จะกำหนดตัวแบบ [4-5] ตัว
แบบทั ่วไปของวิธ ีบอกซ์ -เจนก ินส ์ ค ือ seasonal 
autoregressive integrated moving average: 
SARIMA(p, d, q)(P, D, Q)s แสดงดังสมการที่ (1) [6] 
และขั ้นตอนการสร ้างตัวแบบพยากรณ์แสดงราย 
ละเอียดใน วรางคณา [7] 

( ) ( )( ) ( ) ( ) ( )
Dds s s

p P t q Q tB B 1 B 1 B Y B B  − − =  +     (1) 

เมื่อ ( ) ( )s

p PB B =    แทนค่าคงตัว โดยที่   แทน

ค่าเฉลี่ยของอนุกรมเวลาที่คงที่; ( ) 2

p 1 2B 1 B B = − − −

… p

pB−  แทนตัวดำเนินการสหสัมพันธ์ในตัวอันดับที่ 
p กรณีไม่มีฤดูกาล (non-seasonal autoregressive 
operator of order p:  AR( p) ) ; ( )s s

P 1B 1 B = −   
2s

2B− − … Ps

PB−  แทนตัวดำเนินการสหสัมพันธ์ในตัว
อันดับที่ P กรณีมีฤดูกาล (seasonal autoregressive 
operator of order P:  SAR( P) ) ; ( )q 1B 1 B = −

2

2B− −… q

qB−  แทนตัวดำเนินการเฉลี่ยเคลื่อนที่
อันดับที่ q กรณีไม่มีฤดูกาล (non-seasonal moving 
average operator of order q: MA(q)); ( )s

Q B 1 =  
s 2s

1 2B B− − − … Qs

QB−  แทนตัวดำเนินการเฉลี่ย

เคลื่อนที่อันดับที่ Q กรณีมีฤดูกาล (seasonal moving 
average operator of order Q: SMA(Q)); d และ D 
แทนลำดับที่ของผลต่างและผลต่างฤดูกาล ตามลำดับ; 
B แทนตัวดำเนินการย้อนหลัง (backward operator) 
โดยที่ s

t t sB Y Y −=  
เมื่อได้ตัวแบบพยากรณ์แล้วจะดำเนินการ

ตรวจสอบคุณลักษณะของความคลาดเคลื่อนจากการ
พยากรณ์ คือ ความคลาดเคลื่อนต้องมีการแจกแจง
ปรกติ ตรวจสอบโดยใช้การทดสอบคอลโมโกรอฟ- 
สม ี ร ์ นอฟ  (Kolmogorov-Smirnov’ s test)  ม ี ก าร
เคลื่อนไหวเป็นอิสระกัน ตรวจสอบโดยพิจารณาจาก
การทดสอบรันส์ (runs test) มีค่าเฉลี่ยเท่ากับศูนย์ 
ตรวจสอบโดยใช้การทดสอบที (t-test) และมีความ
แปรปรวนเท่ากันทุกช่วงเวลา ตรวจสอบโดยใช้การ
ทดสอบของเลวีน ภายใต้การใช้ค่ามัธยฐาน (Levene’s 
test based on median) 

2.2 การพยากรณ์โดยวิธีการปรับเรียบด้วย
เส้นโค้งเลขชี้กำลังของวินเทอร์  

การพยากรณ ์ โดยว ิ ธ ี การปร ับ เ ร ียบ 
(smoothing method) คือ การพยากรณ์โดยใช้ค่า
สังเกตจากอดีตส่วนหน่ึงหรือท้ังหมดในการสร้างสมการ
พยากรณ์ ซึ ่งน้ำหนักที ่ให้กับค่าสังเกตแต่ละค่าจะ
แตกต่างกัน เหตุผลสำคัญที่มีการใช้วิธีการปรับเรียบ 
เนื ่องจากอนุกรมเวลาอาจเกิดความผันแปรจากเหตุ  
การณ์ที่ผิดปรกติ ทำให้ไม่เห็นส่วนประกอบของอนุกรม
เวลาอื่น ๆ ซึ่งวิธีการปรับเรียบจะช่วยลดอิทธิพลของ
ความผันแปรดังกล่าวได้ ด ังนั ้นส่วนประกอบของ
อนุกรมเวลาแต่ละส่วนจึงปรากฏชัดเจนขึ ้น ทำให้
สามารถพยากรณ์ค่าของอนุกรมเวลาในอนาคต สำหรับ
วิธีการปรับเรียบนั้นมีวิธีการหลายวิธี และการใช้งานจะ
ขึ้นอยู่กับลักษณะของอนุกรมเวลา ซึ่งวิธีการปรับเรยีบ
ด้วยเส้นโค้งเลขช้ีกำลังของวินเทอร์มีความเหมาะสมกบั
อนุกรมเวลาที่มีท้ังส่วนประกอบของแนวโน้มและความ
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ผันแปรตามฤดูกาล วิธีการนี้สามารถแบ่งออกเป็น 2 
กรณี คือ การปรับเรียบด้วยเส้นโค้งเลขชี้กำลังของวิน
เทอร์แบบบวก (Winters’  additive exponential 
smoothing) และการปรับเรียบด้วยเส้นโค้งเลขช้ีกำลัง
ของว ิน เทอร์ แบบค ูณ (Winters’  multiplicative 
exponential smoothing) มีรายละเอียดดังนี้ [8] 

2.2.1 วิธีการปรับเรียบด้วยเส้นโค้งเลขช้ี
กำลังของวินเทอร์แบบบวก มีตัวแบบแสดงดังสมการที่ 
(2) และมีตัวแบบพยากรณ์แสดงดังสมการที่ (3) 

tY ( )0 1 t tt S=  + + +                  (2)  

t mŶ + ( )t t t
ˆa b m S= + +                 (3) 

เมื ่อ ( ) ( )( )t t t s t 1 t 1
ˆa Y S 1 a b− − −=  − + − + , ( )t t t 1b a a −=  −  

( ) t 11 b −+ −  , ( ) ( )t t t t s
ˆ ˆS Y a 1 S −=  − + −   

2.2.2 วิธีการปรับเรียบด้วยเส้นโค้งเลขช้ี
กำลังของวินเทอร์แบบคูณ มีตัวแบบแสดงดังสมการที่ 
(4) และมีตัวแบบพยากรณ์แสดงดังสมการที่ (5) 

tY ( )0 1 t tt S=  +                  (4) 

t mŶ + ( )t t t
ˆa b m S= +                 (5) 

เมื่อ ( )( )t
t t 1 t 1

t s

Y
a 1 a b

Ŝ
− −

−

=  + −  + , ( )t t t 1b a a −=  −

( ) t 11 b −+ −  , ( )t
t t s

t

Yˆ ˆS 1 S
a

−=  + −   

เม ื ่ อ ได ้ ต ั วแบบพยากรณ ์แล ้ วจะ
ดำเนินการตรวจสอบคุณลักษณะของความคลาด 
เคลื่อนจากการพยากรณ์เช่นเดียวกับวิธีบอกซ์-เจนกินส์ 

2.3 การพยากรณ์โดยว ิธ ีการแยกส ่วน 
ประกอบของอนุกรมเวลา 

การวิเคราะห์อนุกรมเวลาแบบแยกส่วน
เป็นวิธีการวิเคราะห์ที่เน้นการแยกแต่ละส่วนประกอบ
ของอนุกรมเวลาออกจากก ัน เพ ื ่อสร ้างต ัวแบบ
พยากรณ์ โดยส่วนประกอบของอนุกรมเวลาที่มีอิทธิพล
ต่อค่าพยากรณ์ระยะสั้น คือ แนวโน้ม (trend) และ
ความผันแปรตามฤดูกาล (seasonal) สำหรับความ  
ผ ันแปรตามวัฏจ ักร (cyclical) และความผันแปร

เนื่องจากเหตุการณ์ที่ผิดปรกติ ( irregular) จะไม่นิยม
นำมาพิจารณา เนื่องจากไม่สามารถคาดการณ์ได้ว่าจะ
เกิดขึ้นในช่วงเวลาใด [8] โดยวิธีการแยกส่วนประกอบ
ของอนุกรมเวลามีความเหมาะสมกับอนุกรมเวลาที่มีทัง้
ส ่วนประกอบของแนวโน้มและความผันแปรตาม
ฤดูกาล วิธีการนี้สามารถแบ่งออกได้เป็น 2 กรณี คือ 
วิธีการแยกส่วนประกอบของอนุกรมเวลาแบบบวก 
(additive decomposition) และว ิธ ีการแยกส ่วน 
ประกอบของอนุกรมเวลาแบบคูณ (multiplicative 
decomposition) มีรายละเอียดดังนี้ [9]  

2.3.1 วิธีการแยกส่วนประกอบของอนุกรม
เวลาแบบบวก มีตัวแบบแสดงดังสมการที่ (6) และมี 
ตัวแบบพยากรณ์แสดงดังสมการที่ (7) 

tY t t tT S= + +                            (6) 

tŶ t t
ˆT̂ S= +                            (7) 

2.3.2 วิธีการแยกส่วนประกอบของอนุกรม
เวลาแบบคูณ มีตัวแบบแสดงดังสมการที่ (8) และมี  
ตัวแบบพยากรณ์แสดงดังสมการที่ (9) 

tY t t tT S=                             (8) 

tŶ t t
ˆT̂ S=                            (9) 

เม ื ่ อ ได ้ ต ั วแบบพยากรณ ์แล ้ วจะ
ดำเนินการตรวจสอบคุณลักษณะของความคลาด 
เคลื่อนจากการพยากรณ์เช่นเดียวกับวิธีบอกซ์-เจนกินส์ 

2.4 การตรวจสอบความแม่นของตัวแบบ
พยากรณ์  

การวิจัยนี้ได้ตรวจสอบความแม่นของตัว
แบบพยากรณ์จากวิธีการทั้งหมด 3 วิธี คือ วิธีบอกซ์-
เจนกินส์ วิธีการปรับเรียบด้วยเส้นโค้งเลขชี้กำลังของ
วินเทอร์ และวิธีการแยกส่วนประกอบของอนุกรมเวลา 
โดยทำการพยากรณ์จำนวนผู ้ป่วยโรคเฝ้าระวังของ
ข้อมูลชุดที่ 2 คือ อนุกรมเวลาตั้งแต่ไตรมาสที่ 1 ถึง 
ไตรมาสที่ 4 ปี พ.ศ. 2560 จำนวน 4 ค่า ได้ค่าความ
แตกต่างระหว่างข้อมูลจริงกับค่าพยากรณ์ (error, 

te ) 
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เพื่อคำนวณค่าเปอร์เซ็นต์ความคลาดเคลื่อนสัมบูรณ์
เฉลี่ย (mean absolute percentage error, MAPE) 
มีสูตรแสดงดังสมการที่ (10) [8] วิธีการพยากรณ์ใดมี
ค่า MAPE ต่ำที่สุด คือ วิธีที่มีความแม่นในการพยากรณ์
มากที่สุด 

MAPE  
2n

t

t 12 t

100 e

n Y=

=                (10) 

เม ื ่อ t t t
ˆe Y Y= −  แทนความคลาดเคลื ่อนจากการ

พยากรณ์ ณ เวลา t;  t แทนช่วงเวลา ซึ่งมีค่าตั้งแต่ 1 
ถึง 

2n  โดยที่ 
2n  แทนจำนวนข้อมูลในอนุกรมเวลาชุด

ที่ 2 
2.5 การพยากรณ์จำนวนผู้ป่วยโรคเฝ้าระวัง 

การตรวจสอบความแม ่นของต ัวแบบ
พยากรณ์ทั้ง 3 วิธี คือ วิธีบอกซ์-เจนกินส์ วิธีการปรับ
เรียบด้วยเส้นโค้งเลขชี้กำลังของวินเทอร์ และวิธีการ
แยกส่วนประกอบของอนุกรมเวลา เมื ่อทราบว่าตัว
แบบพยากรณ์ใดมีค่า MAPE ต่ำที ่ส ุด จะใช้ตัวแบบ
พยากรณ์นั้น  สำหรับการพยากรณ์จำนวนผู้ป่วยโรคเฝา้ 
ระวัง ตั้งแต่ไตรมาสที่ 1 ถึงไตรมาสที่ 4 ปี พ.ศ. 2561 
 

3. ผลการวิจัย 
3.1 ผลการพยากรณ์โดยวิธีบอกซ-์เจนกินส์ 

การพิจารณาลักษณะการเคลื่อนไหวของ
อนุกรมเวลาชุดที ่ 1 คือ จำนวนผู ้ป่วยโรคเฝ้าระวัง 
ตั้งแต่ไตรมาสที่ 1 ปี พ.ศ. 2546 ถึงไตรมาสที่ 4 ปี พ.ศ. 
2559 จำนวน 56 ค่า ดังรูปที่ 1 พบว่าในช่วงปี พ.ศ. 
2546 ถึงปี พ.ศ. 2550 อนุกรมเวลาชุดนี้มีแนวโน้มคง
ตัว และมีความผันแปรตามฤดูกาล และตั้งแต่ปี พ.ศ. 
2551 เป็นต้นมาพบว่าแนวโน้มมีลักษณะเพิ่มขึ้นและ
ยังคงมีความผันแปรตามฤดูกาล 

กราฟ ACF และ PACF ดังรูปที่ 2 พบว่า 
อนุกรมเวลายังไม่คงที่ ดังนั้นผู้วิจัยจึงแปลงข้อมูลด้วย
ผลต่างและผลต่างฤดูกาลลำดับที่ 1 (d = 1, D = 1, s = 

4) ได้กราฟ ACF และ PACF ของอนุกรมเวลาที่แปลง
ข้อมูลแล้ว ดังรูปที่ 3 ซึ่งพบว่าอนุกรมเวลามีลักษณะ
คงที่ จึงกำหนดตัวแบบพยากรณ์ที่เป็นไปได้พร้อมกับ
ประมาณค่าพารามิเตอร์ ดังแสดงในตารางที่ 2 โดยตัว
แบบพยากรณ์ที่มีค่า BIC ต่ำที่สุด มีค่าสถิติ Ljung-Box 
Q ไม่มีนัยสำคัญที่ระดบั 0.01 และมีพารามิเตอร์ทุกตวั

 
 

Figure 1 Run plot of the numbers of patients with disease surveillance from the first quarter, 2003 
to the fourth quarter, 2016.
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มีนัยสำคัญที่ระดับ 0.01 คือ ตัวแบบ SARIMA(1, 1, 
0) (0, 1, 1) 4 ไม ่ม ีพจน ์ค ่ าคงต ัว  เม ื ่ อตรวจสอบ
คุณลักษณะของความคลาดเคลื่อนจากการพยากรณ์ ที่
ระดับนัยสำคัญ 0.01 พบว่าความคลาดเคลื่อนมีการ
แจกแจงปรกติ (Kolmogorov-Smirnov Z =  0.720, 
p-value = 0.678) มีการเคลื่อนไหวเป็นอิสระกัน (runs 

test: Z = 0.144, p-value = 0.885) มีค่าเฉลี่ยเท่ากับ
ศ ูนย ์  ( t =  0.324, p-value =  0.747)  และม ีความ
แปรปรวนเท่ากันทุกช่วงเวลา (Levene Statistic = 

0.750, p-value = 0.528) ดังนั ้นตัวแบบ SARIMA(1, 
1, 0)(0, 1, 1)4 ไม่มีพจน์ค่าคงตัว มีความเหมาะสม ซึ่ง
จากสมการที่ (1) สามารถเขียนตัวแบบได้ดังนี้ 

 
                           ( )( )( )4

1 t1 B 1 B 1 B Y−  − −  ( )4

1 t1 B= −   
                       ( )( )2 4

1 1 t1 B B B 1 B Y− −  +  −  t 1 t 4−=  −   
     ( )4 5 5 2 6

1 1 1 1 t1 B B B B B B B Y− − + −  +  +  −  t 1 t 4−=  −   

                                                         
tY ( ) ( )1 t 1 1 t 2 t 4 1 t 5 1 t 6 t 1 t 41 Y Y Y 1 Y Y− − − − − −= + − + − + + +  −   

                                                         
tY ( )( ) ( )1 t 1 t 5 1 t 2 t 6 t 4 t 1 t 41 Y Y Y Y Y− − − − − −= + − − − + +  −   

เมื่อแทนค่าประมาณพารามิเตอร์จากตารางที่ 1 จะได้ตัวแบบพยากรณ์แสดงดังนี้ 

( ) ( )t t 1 t 5 t 2 t 6 t 4 t 4Ŷ 0.614303 Y Y 0.385697 Y Y Y 0.560125e− − − − − −= − + − + −                                    (11) 
เมื่อ tŶ  แทนค่าพยากรณ์ ณ เวลา t; t jY −  แทนอนุกรมเวลา ณ เวลา t - j; 

t je −
 แทนความคลาดเคลื่อนจากการ

พยากรณ์ ณ เวลา t – j 
 

  

  
Figure 2 ACF and PACF of the numbers of 

patients with disease surveillance. 
Figure 3 ACF and PACF of the first difference, 

d =  1, and the first seasonal 
difference, D =  1, of the numbers of 
patients with disease surveillance. 
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Table 2 Parameter estimation, BIC, and Ljung-Box Q of SARIMA(p, d, q)(P, D, Q)s 
 

Parameter Estimation 

SARIMA(p, d, q)(P, D, Q)s 

SARIMA 
(1, 1, 1)(1, 1, 1)4 

SARIMA 
(1, 1, 1)(0, 1, 1)4 

SARIMA 
(1, 1, 0)(0, 1, 1)4 

SARIMA 
(1, 1, 0)(0, 1, 1)4  

with no constant 

Constant 
Estimate 212.373346 210.354806 404.375692 

- 
p-value 0.185 0.175 0.691 

AR(1): 

1  

Estimate 0.301604 0.302462 -0.388656 -0.385697 
p-value 0.089 0.078 0.007 0.007 

MA(1): 

1  

Estimate 0.993357 0.994449 
- - 

p-value 0.424 0.401 

SAR(1): 

1  

Estimate 0.153341 
- - - 

p-value 0.610 

SMA(1): 

1  

Estimate 0.709217 0.595377 0.567361 0.560125 

p-value 0.008 0.001 0.000 0.000 
BIC 20.040 19.946 20.092 19.999 

Ljung-Box Q (at lag 18) 18.580 17.777 16.820 16.759 
p-value 0.182 0.275 0.397 0.401 

 
3.2 ผลการพยากรณ์โดยวิธีการปรับเรียบ

ด้วยเส้นโค้งเลขชี้กำลังของวินเทอร์ 
3.2.1 ผลการพยากรณ์โดยวิธีการปรับเรยีบ

ด้วยเส้นโค้งเลขช้ีกำลังของวินเทอร์แบบบวก 
การสร้างตัวแบบพยากรณ์โดยวิธีการ

ปรับเรียบด้วยเส้นโค้งเลขชี้กำลังของวินเทอร์แบบบวก 
พบว่า BIC มีค่าเท่ากับ 19.778 และมีค่าสถิติ Ljung-
Box Q ไม่มีนัยสำคัญที่ระดับ 0.01 (Ljung-Box Q ณ 
lag 18 =  23.834, p-value =  0.068) เมื ่อตรวจสอบ
คุณลักษณะของความคลาดเคลื่อนจากการพยากรณ์ ที่
ระดับนัยสำคัญ 0.01 พบว่าความคลาดเคลื่อนมีการ
แจกแจงปรกติ (Kolmogorov-Smirnov Z =  0.542, 
p-value = 0.931) มีการเคลื่อนไหวเป็นอิสระกัน (runs 

test: Z = -0.539, p-value = 0.590) มีค่าเฉลี่ยเท่ากับ
ศ ูนย ์  ( t =  0.008, p-value =  0.993)  และม ีความ
แปรปรวนเท่ากันทุกช่วงเวลา (Levene statistic = 

2.599, p-value = 0.063) ดังนั้นตัวแบบพยากรณ์ที่ได้
มีความเหมาะสม ตัวแบบพยากรณ์แสดงดังนี้ 

( )t m t
ˆŶ 132,994.780277 1,523.261074 m S+ = + +   (12) 

เมื่อ t mŶ +  แทนค่าพยากรณ์ ณ เวลา t + m โดยที่ m 

=  1 แทนไตรมาสที ่ 1 ปี พ.ศ. 2560; tŜ  แทนดัชนี
ฤดูกาลไตรมาสที่ t รายละเอียดแสดงดังตารางที่ 3 ซึ่ง
สามารถอธิบายได้ว่า จำนวนผู้ป่วยโรคเฝ้าระวังของ 
ไตรมาสที่ 3 ของทุกปี มีค ่ามากกว่าไตรมาสอื ่น ๆ 
เนื่องจากมีค่าดัชนีฤดูกาลมากกว่า 0;  ,   และ   มี
ค่าเท่ากับ 0.09972, 0.00005 และ 0.00003 ตามลำดบั 
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Table 3 Seasonal index of the number of 
patients with disease surveillance 
from Winters’  additive exponential 
smoothing method 

 

Quarter 
Seasonal 

index 
Quarter 

Seasonal 
index 

1 -6,777.89 3 31,330.90 
2 -14,966.56 4 -9,589.07 

 
3.2.2 ผลการพยากรณ์โดยวิธีการปรับเรยีบ

ด้วยเส้นโค้งเลขช้ีกำลังของวินเทอร์แบบคูณ 
การสร้างตัวแบบพยากรณ์โดยวิธีการ

ปรับเรียบด้วยเส้นโค้งเลขชี้กำลังของวินเทอร์แบบคูณ 
พบว่า BIC มีค่าเท่ากับ 19.748 และมีค่าสถิติ Ljung-
Box Q ไม่มีนัยสำคัญที่ระดับ 0.01 (Ljung-Box Q ณ 
lag 18 =  24.528, p-value =  0.057) เมื ่อตรวจสอบ
คุณลักษณะของความคลาดเคลื่อนจากการพยากรณ์ ที่
ระดับนัยสำคัญ 0.01 พบว่า ความคลาดเคลื่อนมีการ
แจกแจงปรกติ (Kolmogorov-Smirnov Z =  1.027, 
p-value = 0.242) มีการเคลื่อนไหวเป็นอิสระกัน (runs 
test: Z = -1.079, p-value = 0.281) มีค่าเฉลี่ยเท่ากับ
ศ ูนย ์  ( t =  0.190, p-value =  0.850)  และม ีความ
แปรปรวนเท่ากันทุกช่วงเวลา (Levene statistic = 

1.016, p-value = 0.394) ดังนั้นตัวแบบพยากรณ์ที่ได้
มีความเหมาะสม ตัวแบบพยากรณ์แสดงดังนี้ 

( )t m t
ˆŶ 152,944.384499 1,532.430338 m S+ =  +     (13) 

เมื่อ t mŶ +  แทนค่าพยากรณ์ ณ เวลา t + m โดยที่ m 

=  1 แทนไตรมาสที ่ 1 ปี พ.ศ. 2560; tŜ  แทนดัชนี
ฤดูกาลไตรมาสที่ t รายละเอียดแสดงดังตารางที่ 4 ซึ่ง
สามารถอธิบายได้ว่า จำนวนผู้ป่วยโรคเฝ้าระวังของไตร
มาสที่ 3 ของทุกปี มีค่ามากกว่าไตรมาสอื่น ๆ  เนื่องจาก
มีค่าดัชนีฤดูกาลมากกว่า 1;  ,   และ   มีค่าเท่ากับ 
0.2999997, 0.001 และ 0.29860 ตามลำดับ 

Table 4 Seasonal index of the number of 
patients with disease surveillance 
from Winters’  multiplicative 
exponential smoothing method 

 

Quarter 
Seasonal 

Index 
Quarter 

Seasonal 
Index 

1 0.87586 3 1.30290 

2 0.73336 4 0.88819 

 
3.3 ผลการพยากรณ์โดยวิธ ีการแยกส่วน  

ประกอบของอนุกรมเวลา 
3.3.1 ผลการพยากรณ์โดยวิธีการแยกส่วน 

ประกอบของอนุกรมเวลาแบบบวก 
การสร้างตัวแบบพยากรณ์โดยวิธีการ

แยกส่วนประกอบของอนุกรมเวลาแบบบวก และ
ตรวจสอบคุณลักษณะของความคลาดเคลื่อนจากการ
พยากรณ์ ที ่ระดับนัยสำคัญ 0.01 พบว่าความคลาด
เคลื่อนมีการแจกแจงปรกติ (Kolmogorov-Smirnov 
Z =  0.667, p-value =  0.765) มีการเคลื ่อนไหวเป็น
อิสระกัน (runs test: Z = -1.618, p-value = 0.106) 
มีค่าเฉลี่ยเท่ากับศูนย์ (t  0, p-value  1) และมี
ความแปรปรวนเท่ากันทุกช่วงเวลา (Levene statistic 

= 1.212, p-value = 0.316) ดังนั้นตัวแบบพยากรณ์ที่
ได้มีความเหมาะสม ตัวแบบพยากรณ์แสดงดังนี้ 

( )t t
ˆŶ 42,582.52565 1,539.979388 t S= + +   (14) 

เมื่อ tŶ  แทนค่าพยากรณ์ ณ เวลา t โดยที่ t = 57 แทน
ไตรมาสที่ 1 ปี พ.ศ. 2560; tŜ  แทนดัชนีฤดูกาลไตรมาส
ที่ t รายละเอียดแสดงดังตารางที่ 5 ซึ่งสามารถอธิบาย
ได้ว่า จำนวนผู้ป่วยโรคเฝ้าระวังของไตรมาสที่ 3 ของ
ทุกปี มีค่ามากกว่าไตรมาสอื่น ๆ เนื่องจากมีค่าดัชนี
ฤดูกาลมากกว่า 0 
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Table 5 Seasonal index of the number of 
patients with disease surveillance 
from additive decomposition 
method 

 

Quarter 
Seasonal 

Index 
Quarter 

Seasonal 
Index 

1 -2,678.03 3 23,213.84 
2 -8,090.91 4 -12,444.91 

 
3.3.2 ผลการพยากรณ์โดยวิธีการแยกส่วน 

ประกอบของอนุกรมเวลาแบบคูณ 
การสร้างตัวแบบพยากรณ์โดยวิธีการ

แยกส่วนประกอบของอนุกรมเวลาแบบคูณ และ
ตรวจสอบคุณลักษณะของความคลาดเคลื่อนจากการ
พยากรณ์ ที ่ระดับนัยสำคัญ 0.01 พบว่าความคลาด
เคลื่อนมีการแจกแจงปรกติ (Kolmogorov-Smirnov 
Z = 0.861, p-value = 0.448) มีค่าเฉลี่ยเท่ากับศูนย์ (t 

=  0.081, p-value =  0.936) และมีความแปรปรวน
เท่ากันทุกช่วงเวลา (Levene statistic =  0.603, p-
value = 0.616) แต่มีการเคลื่อนไหวไม่เป็นอิสระกัน 
(runs test:  Z =  -2.697, p-value =  0.007) ด ังนั้น    
ตัวแบบพยากรณ์ที่ได้ไม่มีความเหมาะสม จึงไม่นำเสนอ
ตัวแบบไว้ ณ ที ่นี ้ รวมถึงจะไม่มีการนำตัวแบบไป
พยากรณ์ข้อมูลชุดที่ 2 เพื่อเปรียบเทียบค่า MAPE  

3.4 ผลการตรวจสอบความแม่นของตัวแบบ
พยากรณ์ 

การใช้ต ัวแบบพยากรณ์โดยวิธ ีบอกซ์ -    
เจนกินส์ ในสมการที่ (11) โดยวิธีการปรับเรียบด้วย
เส้นโค้งเลขชี้กำลังของวินเทอร์แบบบวกและแบบคูณ 
ในสมการที่ (12) และ (13) ตามลำดับ และโดยวิธีการ
แยกส่วนประกอบของอนุกรมเวลาแบบบวก ในสมการ
ที่ (14) สำหรับการพยากรณ์ข้อมูลชุดที่ 2 คือ จำนวน
ผู้ป่วยโรคเฝ้าระวัง ตั้งแต่ไตรมาสที่ 1 ถึงไตรมาสที่ 4 ปี 

พ.ศ. 2560 จำนวน 4 ค่า ได้ค่า MAPE แสดงดังตาราง
ที ่ 6 ผลการตรวจสอบพบว่าจากวิธ ีการพยากรณ์
ทั้งหมดที่ได้ศึกษา วิธีการปรับเรียบด้วยเส้นโค้งเลขช้ี
กำลังของวินเทอร์แบบคูณเป็นวิธีที่มีความแม่นในการ
พยากรณ์มากที่สุด เนื่องจากให้ค่าพยากรณ์ที่มีความ
แตกต่างกับข้อมูลจริงน้อยที่สุด หรือมีค่า MAPE ต่ำ
ที ่ส ุด โดยวิธ ีการพยากรณ์นี ้สามารถสร้างตัวแบบ
พยากรณ์จำนวนผู้ป่วยโรคเฝ้าระวังที่มีความผิดพลาด
จากการพยากรณ์เพียงร้อยละ 10.3088 (MAPE = 

10.3088) จึงมีความเหมาะสมสำหรับการพยากรณ์
ต่อไป 
 
Table 6 MAPE of the second dataset 
 

Forecasting Method MAPE 
Box-Jenkins 21.5078 
Winters’ Additive 15.8788 
Winters’ Multiplicative 10.3088 
Additive Decomposition 19.0152 

 
3.5 ผลการพยากรณ์จำนวนผู้ป่วยโรคเฝ้า

ระวัง 
การตรวจสอบความแม ่นของต ัวแบบ

พยากรณ์ ซึ่งพบว่าวิธีการปรับเรียบด้วยเส้นโค้งเลขช้ี
กำลังของวินเทอร์แบบคูณมีความเหมาะสมกับอนุกรม
เวลาชุดนี้มากที่สุด ดังนั้นผู้วิจัยจึงเลือกใช้วิธีการนี้ใน
การพยากรณ์จำนวนผู้ป่วยโรคเฝ้าระวัง ตั้งแต่ไตรมาส
ที่ 1 ถึงไตรมาสที่ 4 ปี พ.ศ. 2561 รายละเอียดแสดงดงั
ตารางที่ 7 และรูปท่ี 4 
 

4. สรุปและวิจารณ์ผล 
การวิจัยนี้ได้นำเสนอวิธีการสร้างและคัดเลือก

ตัวแบบพยากรณ์ที ่เหมาะสมกับอนุกรมเวลาจำนวน
ผู้ป่วยโรคเฝ้าระวังในประเทศไทย    โดยใช้อนุกรมเวลา 
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Figure 4 Comparison the numbers of patients with disease surveillance and its forecast values from 

Winters’ multiplicative exponential smoothing method 
 
Table 7 Forecast values for the numbers of 

patients with disease surveillance 
during the first quarter to the fourth 
quarter of 2018, from Winters’ 
multiplicative exponential smoothing 
method 

 

Time Forecast values 
The first quarter, 2018 140,669 
The second quarter, 2018 118,906 
The third quarter, 2018 213,247 
The fourth quarter, 2018 146,732 

 
รายไตรมาสจากเว็บไซต์ของระบบฐานข้อมูลด้านสังคม
และคุณภาพชีวิต ตั้งแต่ไตรมาสที่ 1 ปี พ.ศ. 2546 ถึง
ไตรมาสที่ 4 ปี พ.ศ. 2560 จำนวน 60 ค่า ผู้วิจัยได้แบ่ง
ข้อมูลเป็น 2 ชุด ข้อมูลชุดที่ 1 ตั้งแต่ไตรมาสที่ 1 ปี 
พ.ศ. 2546 ถึงไตรมาสที่ 4 ปี พ.ศ. 2559 จำนวน 56 
ค่า สำหรับการสร้างตัวแบบพยากรณ์ด้วยวิธีการทาง
สถิติ 3 วิธี ได้แก่ วิธีบอกซ์-เจนกินส์ วิธีการปรับเรียบ

ด้วยเส้นโค้งเลขชี้กำลังของวินเทอร์ และวิธีการแยก
ส่วนประกอบของอนุกรมเวลา ข้อมูลชุดที่ 2 ตั ้งแต่  
ไตรมาสที่ 1 ถึงไตรมาสที่ 4 ปี พ.ศ. 2560 จำนวน 4 
ค่า สำหร ับการตรวจสอบความแม่นของตัวแบบ
พยากรณ์ด้วยเกณฑ์ MAPE ที ่ต่ำที ่ส ุด ผลการวิจัย
พบว่าจากวิธีการพยากรณ์ทั้งหมดที่ได้ศึกษา วิธีการ
ปรับเรียบด้วยเส้นโค้งเลขชี้กำลังของวินเทอร์แบบคูณ
เป ็นว ิธ ีท ี ่ม ีความแม ่นในการพยากรณ์มากท ี ่สุด 
เนื่องจากให้ค่าพยากรณ์ที่มีความแตกต่างกับข้อมูลจริง
น้อยที่สุด หรือมีค่า MAPE ต่ำที่สุด จึงมีความเหมาะสม
กับการพยากรณ์จำนวนผู้ป่วยโรคเฝ้าระวังในอนาคต
ต่อไป โดยมีตัวแบบพยากรณ์แสดงดังนี้ 

( )t m t
ˆŶ 152,944.384499 1,532.430338 m S+ =  +    

เมื่อ t mŶ +  แทนค่าพยากรณ์ ณ เวลา t + m โดยที่ m 

= 1 แทนไตรมาสที่ 1 ปี 2560; tŜ  แทนดัชนีฤดูกาล
ไตรมาสที่ t  

ผลการศึกษานี้มีความสอดคล้องกับการศึกษา
ในอดีตที่พบว่าวิธีการปรับเรียบด้วยเส้นโค้งเลขชี้กำลัง
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ของวินเทอร์แบบคูณเป็นวิธ ีที ่ม ีความแม่นในการ
พยากรณ์มากที่สุด [10] เนื่องจากวิธีการพยากรณ์นี ้มี
ความเหมาะสมกับอนุกรมเวลาที่มีท้ังส่วนประกอบของ
แนวโน้มและความผันแปรตามฤดูกาล โดยการเคลื่อน 
ไหวของอนุกรมเวลาที่เกิดขึ้นนั้นต้องมีอัตราส่วนของ
ความผันแปรตามฤดูกาลต่อค่าแนวโน้มเพิ่มขึ้นตาม
เวลาที ่ เปลี ่ยนแปลงไป ซึ ่งเหมือนกับอนุกรมเวลา
จำนวนผู้ป่วยโรคเฝ้าระวังที่ศึกษาในครั้งนี้ อย่างไรก็
ตาม การเปลี่ยนแปลงของจำนวนผู้ป่วยโรคเฝ้าระวัง
อาจเกิดจากปัจจัยอื ่น ๆ ได้แก่ การเจริญเติบโตและ
พัฒนาการของแต่ละบุคคล โภชนาการ พฤติกรรมสี่ยง 
การเปลี ่ยนแปลงพฤติกรรม อนามัยของประชากร
โดยเฉพาะการสูบบุหรี่ การดื่มเหล้า การเสพยากระตุ้น
ประสาท การระบาดของไข้หวัดใหญ่ และการดื้อยา
ปฏิชีวนะ เป็นต้น [11] ดังนั้นผู้วิจัยควรคำนึงถึงปัจจัย
เหล่านี้ โดยอาจนำมาใช้ในการสร้างตัวแบบพยากรณ์
ด้วยเทคนิคการวิเคราะห์การถดถอย (regression 
analysis) อีกทั้งเมื่อมีข้อมูลจำนวนผู้ป่วยโรคเฝ้าระวัง
ที่เป็นปัจจุบันมากขึ้น ผู้วิจัยควรนำมาปรับปรุงตัวแบบ
พยากรณ์ เพื ่อให้ได้ค่าพยากรณ์ที ่มีความเหมาะสม
สำหรับใช้ในการวางแผนป้องกันผลกระทบของโรคเฝ้า
ระวังที่อาจจะเกิดขึ้นต่อไป 
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