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บทคัดย่อ 
การวิจัยครั้งนี้เป็นการวิจัยเพื่อเปรียบเทียบประสิทธิภาพการจำแนกประเภทของการกลับมารักษาซ้ำใน

โรงพยาบาลของผู้ป่วยโรคเบาหวานแบบหลายกลุ่ม (multiclass) หรืออเนกนาม (multinomial) และแบบสองกลุ่ม
หรือทวิภาค (binary) จำนวน 2 กรณี โดยใช้เทคนิคการวิเคราะห์การถดถอยลอจิสติกและต้นไม้การตัดสินใจ ข้อมูล
ที ่ใช้ในการวิจัยเป็นข้อมูลประวัติการรักษาพยาบาลของผู ้ป่วยโรคเบาหวานจาก Clinical Care at 130 US 
Hospitals and Integrated Delivery Networks ตัวแปรเป้าหมายในการจำแนกประกอบด้วยประเภทการนัด
หมายให้กลับมารักษาซ้ำในโรงพยาบาลของผู้ป่วยโรคเบาหวาน จำนวน 3 กลุ่ม คือ ไม่กลับมารักษาซ้ำหรือไม่มีภาวะ
โรค กลับมารักษาซ้ำภายใน 30 วัน และกลับมารักษาซ้ำมากกว่า 30 วัน ผลการวิจัยพบว่าประสิทธิภาพของการ
จำแนกประเภทโดยใช้เทคนิคต้นไม้การตัดสินใจแบบทวิภาค จำนวน 2 กรณี มีประสิทธิภาพสูงสุด 

คำสำคัญ : การถดถอยลอจิสติก; ต้นไม้การตัดสินใจ; การจำแนกประเภทอเนกนาม; การจำแนกประเภทหลายกลุ่ม; 
การจำแนกประเภททวิภาค; ผู้ป่วยโรคเบาหวาน 

Abstract 
This research intends to compare the classification performance of re-hospitalization of 

diabetes patients using multiclass or multinomial classification and 2 cases of binary classification 
in logistic regression and decision tree techniques. The data used in the study are diabetes patients 
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from Clinical Care at 130 US Hospitals and Integrated Delivery Networks. The patients were divided 
into 3 groups, i.e. not re-hospitalization, less than 30 days of re-hospitalization and more than 30 
days of re-hospitalization. By comparing the classification techniques, it can be concluded that the 
classification by decision tree technique using 2 cases of binary classification yields the best result. 

Keywords: logistic regression; decision tree; multinomial classification; multiclass classification; 
binary classification; diabetes patient 

1. บทนำ
โรคเบาหวานเป็นโรคไม่ติดต่อเรื้อรังชนิดหนึ่งที่

เป็นสาเหตุหลักของการเสียชีว ิตของผู ้ป ่วยและมี
แนวโน้มของผู้ป่วยเพิ่มขึ้นในทุก ๆ ปี จากการศึกษา
ความชุกของเบาหวานในกลุ่มผู้ใหญ่อายุระหว่าง 20-
79 ปี พบว่าจากในปี พ.ศ. 2553-2573 ความชุกของ
เบาหวานมีแนวโน้มเพิ่มสูงขึ้นจากร้อยละ 6.4 เป็นร้อย
ละ 7.7 โดยเฉพาะในประเทศที ่กำล ังพัฒนา เช่น 
ประเทศไทย [1] การที ่ผ ู ้ที ่ม ีความเสี ่ยงต่อการเป็น
โรคเบาหวาน (pre-diabetes) พัฒนาไปเป็นโรคเบา 
หวานจะส่งผลกระทบโดยตรงต่อผู้ป่วย ครอบครัว และ
เศรษฐกิจโดยรวมของประเทศ โดยเฉพาะอย่างยิ่ง
ผลกระทบต่องบประมาณของประเทศที่ใช้ในเรื่องของ
การรักษาพยาบาล จากภาวะดังกล่าวจะส่งผลให้โรง 
พยาบาลต้องแบกรับค่าใช้จ่ายในการรักษาพยาบาล
เพิ ่มข ึ ้น การศึกษาผลการกลับมารักษาซ้ำในโรง 
พยาบาลของผู้ป่วยโรคเบาหวานพบว่าปัจจัยดังกล่าว
เป็นองค์ประกอบสำคัญที่มีผลต่อการเพิ่มค่าใช้จ่ายทาง
การแพทย์ (medical expenditure) และคุณภาพของ
การรักษาผู้ป่วย (quality of care) ที ่มีแนวโน้มของ
อาการที่แย่ลง [2] 

สำหรับการเข้ารับการรักษาพยาบาลของผู้ปว่ย
โรคเบาหวานทางโรงพยาบาลคาดหวังให้ผู้ป่วยมีการ
กลับมารักษาซ้ำในโรงพยาบาลตามความเหมาะสมกับ
ลักษณะของอาการ ซึ่งจะสามารถช่วยลดค่าใช้จ่ายของ
โรงพยาบาลในเรื่องการบริหารการจัดบุคลากรทางการ

แพทย์และสิ ่งอำนวยความสะดวกในการให้บริการ
ผู้ป่วย รวมทั้งสามารถช่วยลดค่าใช้จ่ายของภาครัฐใน
การดูแลรักษาผู้ป่วยตามสิทธิการรักษา [3] การนำ
ปัจจัยเสี ่ยงต่อโรคกับกระบวนการรักษาที่แพทย์จัด
ให้กับผู้ป่วยมาใช้ในการจำแนกการกลับมารักษาซ้ำใน
โรงพยาบาลจะเป็นกระบวนการที่สำคัญในการบริหาร
จัดการเรื่องค่าใช้จ่ายของโรงพยาบาล รวมทั้งสามารถ
ใช้ในการวางแผนการรักษาและวางแผนการบริหาร
จัดการภายในโรงพยาบาลให้เหมาะสม เช่น การบริหาร
จัดการปริมาณยาในคลัง จำนวนคนไข้ที่เข้ามารับการ
รักษาในแต่ละวัน นอกจากน้ียังเป็นกระบวนการในการ
ลดผลกระทบต่อผู้ป่วยทั้งด้านร่างกาย จิตใจ อารมณ์ 
สังคม และเศรษฐกิจในการเข้ารับการรักษาในโรง 
พยาบาล [4] 

การวิจัยครั ้งนี ้ผู ้ว ิจัยใช้ข้อมูลผู ้ป่วยโรคเบา 
หวานท่ีมีการแบ่งกลุ่มการรักษาผู้ป่วยโรคเบาหวานเปน็ 
3 กลุ่ม คือ กลุ่มที่ไม่กลับมารักษาซ้ำ กลุ่มที่กลับมา
รักษาซ้ำภายใน 30 วัน และกลุ่มที่กลับมารักษาซ้ำ
มากกว่า 30 วัน โดยนำปัจจัยเสี ่ยงของผู ้ป ่วยกับ
กระบวนการรักษาที่จัดให้กับผู้ป่วยมาใช้ในการจำแนก
การกลับมารักษาซ้ำในโรงพยาบาล โดยใช้เทคนิคการ
จำแนกในการสร้างตัวแบบเพื่อจำแนกการมารักษาซ้ำ
ของผู ้ป่วยในอนาคต จัดการข้อมูลให้อยู ่ในกล ุ ่มที่
กำหนดมาให้จากตัวอย่างข้อมูลที ่เร ียกว่าข้อมูลชุด
ฝึกฝน (training data set) โดยปัจจุบันเทคนิคการ
จำแนกมีผู้เสนอแนวคิดและพัฒนาอัลกอริทึมขึ้นเป็น
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จำนวนมาก นักวิจัยได้ทดสอบและเปรียบเทียบความ 
สามารถของเทคนิคแต่ละประเภทเพื่อค้นหาวิธีการที่ดี
ที่สุด ผลการทดสอบส่วนใหญ่ไม่สามารถระบุได้ชัดเจน
ว่าวิธีการใดเป็นวิธีที่ดีที่สุดในข้อมูลทุกประเภทเพราะ
ข้อมูลแต่ละประเภทมีความเฉพาะตัวที่แตกต่างกัน [5-
9] ซึ ่งผู ้วิจัยได้ศึกษาเปรียบเทียบประสิทธิภาพของ
วิธีการจำแนกประเภทจำนวน 2 วิธี คือ การวิเคราะห์
การถดถอยลอจิสติกและต้นไม้การตัดสินใจ 

นอกจากนี้ข้อมูลประวัติการักษาของผู้ป่วยโรค 
เบาหวานท่ีใช้ในการวิจัยครั้งนี้มีจำนวนประเภทการนัด
หมายให้กลับมารักษาซ้ำในโรงพยาบาล 3 กลุ่ม คือ ไม่
กลับมารักษาซ้ำ กลับมารักษาซ้ำภายใน 30 วัน และ
กลับมารักษาซ้ำมากกว่า 30 วัน ดังนั ้นจึงได้ศ ึกษา
เปรียบเทียบประสิทธิภาพของการจำแนกการกลับมา
รักษาซ้ำในโรงพยาบาลโดยใช้ตัวแบบการถดถอยลอจิส 
ติกอเนกนาม และแบบทวิภาค สำหรับเทคนิคการ
จำแนกท้ัง 2 ประเภท [10,11] การกำหนดจำนวนกลุ่ม
ในการจำแนกประเภทจะมีผลต่อประสิทธิภาพของการ
จำแนก เช่น ความถูกต้องและความไว รวมทั้งมีผลต่อ
ความซับซ้อนในการแปลความหมายผลการจำแนก 
เช่น การแปลความผลบวกเท็จและผลลบเท็จ  
 

2. เทคนิคการจำแนกประเภท 

การจำแนกประเภทเป็นเทคนิคหนึ่งที ่สำคัญ
ของการสืบค้นความรู ้บนฐานข้อมูลขนาดใหญ่เป็น
กระบวนการสร้างตัวแบบเพื่อการทำนายการจำแนกคา่
ข้อมูล (predictive modeling) ให้อยู่ในกลุ่มที่ถูกต้อง 
โดยใช้ข้อมูลจากตัวอย่างที ่เรียกว่าชุดข้อมูลฝึกฝน 
(training data set) และตรวจสอบตัวแบบที่สร้างขึ้น
โดยใช้ชุดข้อมูลตรวจสอบ (validation data set) เมื่อ
ได้สมการจำแนกที่ผ่านเกณฑ์การประเมินจะนำสมการ
นี้ไปทำนายเพื่อจำแนกประเภทหน่วยตัวอย่างที่เข้ามา
ใหม่ในอนาคต ซึ่งลักษณะดังกล่าวเรียกว่าการเรียนรู้

แบบมีผู้แนะนำการสอน (supervised learning) [12, 
13] สำหรับเทคนิคการจำแนกได้มีนักวิจัยคิดค้นและ
พัฒนาขึ้นมาหลายวิธี ซึ่งเทคนิคการจำแนกแต่ละวิธีมี
ความสามารถในการจำแนกแตกต่างกัน สำหรับการ
วิจัยครั ้งนี ้เลือกใช้เทคนิคการวิเคราะห์การถดถอย    
ลอจิสติกและต้นไม้การตัดสินใจ 

2.1 การถดถอยลอจิสติก 
2.1.1 การถดถอยลอจิสติกทวิภาค  

การวิเคราะห์การถดถอยลอจ ิสติก
ทวิภาค (binary logistic regression) เป็นการวิเคราะห์
การถดถอยที่ตัวแปรตามเป็นตัวแปรเชิงกลุ่มที่มีค่า 2 
ค่า โดยมีวัตถุประสงค์เพื่อสร้างสมการถดถอยลอจิสติก
เพื่อจำแนกตัวแปรตามออกเป็น 2 กลุ่ม โดยอาศัยสาร 
สนเทศจากตัวแปรอิสระที่มีความสัมพันธ์กับตัวแปร
ตาม ซึ่งตัวแบบของการถดถอยลอจิสติกคือ [14,15]  
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ของ , 1,2,...,iy i n=  เมื ่อ iy  มีการแจกแจงแบบ
แบร์นูลลี และความน่าจะเป็นของ 1iy =  เท่ากับ 

( )i x  จะได้ว่า ( ) ( ) ( )
1

1
ii yy

i i i  
−

 = − x x x  
และฟังก์ชันความน่าจะเป็นคือ

 
( ) ( )

1

n

i
i

L 
=

= β x                 (4) 

( ) ( ) ( ) ( )( )
1

1 1
n

i i i i
i

lnL y ln y ln 
=

 = + − −  β x x  (5) 

เมื ่อ ( )0 1, ,..., k   =β และการหาค่าค่าของ β  

ที่ทำให้ ( )L β  มีค่าสูงสุดจะเหมือนกับการหาค่าของ 

( )lnL β  มีค่าสูงสุดดังนั้นจึงต้องใช้วิธีการหาอนุพันธ์
บางส ่ วนเท ียบก ับ 0 1, ,..., k    คำนวณค ่ าที่  

;j jb = 0,1,2,...,kj =  แล้วกำหนดค่าให้เท่ากับ 0
 ( )

( )
0 0

10

0
n

i i
i

b

lnL
y




 =

=


 = − =  

β
x  (6) 

( )
( )

1

0; 1,2,...,

j j

n

ij i i
ij b

lnL
x y j k




 =

=


 = − = = 


β

x  (7) 

จากสมการที่ (6) และ (7) เรียกว่าภาวะน่าจะเป็นเป็น
ส ม ก า ร ไ ม ่ เ ช ิ ง เ ส ้ น  (non-linear) ใ น พจ น ์ ข อ ง 

; 0,1,2,...,kj j =  ด ั งน ั ้นการหาค ่า jb  จ ึ งไม่

สามารถแก้สมการตามปกติได้จะต้องใช้ว ิธีการแก้
สมการแบบไม่เชิงเส้น [14] 

2.1.2 การถดถอยลอจิสติกอเนกนาม  
การวิเคราะห์การถดถอยลอจิสติกอเนก

นาม  (multinomial logistic regression) เ ป ็ นการ 
ศึกษาอิทธิพลของตัวแปรอิสระที่มีผลต่อตัวแปรตามทำ
ให้ทราบว่าตัวแปรอิสระตัวใดบ้างที่มีความสัมพันธ์กับ
ตัวแปรตามและสร้างสมการจำแนกโดยใช้ตัวแปรอิสระ
เป็นตัวจำแนกตัวแปรตามซึ่งตัวแปรตามเป็นตัวแปรเชิง
กลุ่มที่มีค่ามากกว่า 2 ค่า [14] เมื่อตัวแปรตาม Y เป็น
ตัวแปรจำแนกประเภทหรือกลุ่มของผลลัพธ์มีจำนวน 

1J +  กลุ่ม คือ   {0,1,..., }Y J=  จะใช้ฟังก์ชันลอจิต 
จำนวน J  ฟังก์ชันและจะกำหนดให้ 0Y =  เป็นกลุ่ม
อ ้างอ ิง ( reference group)  หร ือผลล ัพธ ์พ ื ้นฐาน 
(baseline outcome) เพื่อสร้างฟังก์ชันลอจิตในการ
เปรียบเทียบกับประเภทหรือกลุ่มอื่น ๆ อีก J  กลุ่ม 
ในการพัฒนาตัวแบบสมมุติว่ามีตัวแปรอิสระจำนวน 
p  ต ั วและพจน ์ ค งต ั ว  (constant term)  ด ั งนั้ น       
เมทร ิกซ ์  X  ม ีม ิต ิ เท ่าก ับ 1p +  สามารถเขียน
ฟังก์ชันลอจิตได้ดังนี้ [11] 

0
1

P( |
( )

P( 0 |

p
ij i

j i j jk ki
kij i

Y j
g ln x

Y
 

=

 =
= = +  

=  

x
x

x
 (8) 

เมื ่อ 1,2,..., ; 1,2,..., ; 1,2,...,j J i n k p= = =  และ 

0( ) 0ig =x  และความน่าจะเป ็นแบบมีเง ื ่อนไข 
(conditional probability) โดยที่กำหนดเงื่อนไขของ
เวกเตอร์ตัวแปรร่วม (covariate vector) ของแต่ละ
ประเภทของผลลัพธ์ดังนี้ 
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( ) ( | ) ; 0,1,2,...,
j i
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P Y j j J
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(9)  



ปีที่ 28 ฉบบัที่ 1 มกราคม 2563                                                                              วารสารวิทยาศาสตร์และเทคโนโลย ี

 45 

ด ั งน ั ้ นฟ ั งก ์ช ันภาวะน ่าจะเป ็นแบบม ี เ ง ื ่ อนไข 
(conditional likelihood function) สำหรับค่าสังเกต
ที่เป็นอิสระกัน n  ตัว คือ 

( ) ( ) ( ) ( )0 1 2
0 1 2

1

( ) ...i i i ji
n

y y y y
i i i J i

i

L    
=

 =
  

β x x x x  (10)
 

จากนั้นการแก้สมการโดยการ take log และใช้สมบัติ 

0

1
J

ij
j

Y
=

=  ของแต่ละ  จะได้ฟังก์ชันล็อกการิธึมของ

ความเป็นไปได้ (log-likelihood function) คือ 

( ) ( )
( )

1 1 0

( j i
n J J g

ji j i
i j j

L y g ln e
= = =

 
= −   

 

x
β x

 

(11) 

ดังนั ้นจะได้สมการความเป็นไปได้ (likelihood) โดย

การทำอนุพันธ์บางส่วนอันดับที่ 1 ของ ( )L β  เทียบ
กับพารามิเตอร์ที่มีจำนวน 2J  ตัวที่ไม่ทราบค่าและ
กำหนดให้ ( )ji j i = x  จะได้สมการทั่วไปดังน้ี

 ( )
( )

1

n

ki ji ji
ijk

L
x y 

 =


= −



β
           (12) 

โดยที ่  1,2,...,j J=  และ 0,1,2,...,k p=  และ 

 สำหรับตัวประมาณค่าภาวะน่าจะเป็นสูงสุด  

( β̂ ) หาค่าได้โดยการกำหนดสมการมีค่าเท่ากับ 0 แล้ว

แก้สมการหาค่า β̂  และสำหรับเมทริกซ์ของอนุพันธ์
บางส่วนอันดับที่ 2 ต้องการข้อมูลจากตัวประมาณค่า
ของเมทริกซ์ความแปรปรวนของตัวประมาณค่าภาวะ
น่าจะเป็นสูงสุด จะได้รูปทั่วไปของอนุพันธ์บางส่วน
อันดับที่ 2 ของสมการที่ (13) และ (14) ดังนี ้
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k i ki ji ji
ijk jk
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x x  

 
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x x  
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= 
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สำหรับ  และ 1,2,...,j J =  และ  และ  
จากสมาช ิกของเมทร ิกซ ์ค ่าส ั ง เกตอ ินฟอเมชัน 

( observed information matrix)  ˆ( )I β  ท ี ่ ม ี ม ิ ติ  
( ) ( )2 1 2 1p p+ +

 
ซึ่งจะมีสมาชิกทุกตัวเป็นลบดัง

สมการที่ (13) และสมการที่ (14) ใช้ในการประมาณค่า 

β̂  ต ัวประมาณค ่าของเมทร ิกซ ์ความแปรปรวน 
(covariance matrix) ของตัวประมาณค่าแบบวิธีภาวะ
น่าจะเป็นสูงสุด (maximum likelihood estimator) 
คืออินเวอร์สของสมาชิกของเมทริกซ์ค่าสังเกตอินฟอเม
ชันดังน้ี 

1ˆ ˆˆ ( ) ( )Var −=β I β               (15) 
โดยที่ iY  คือ ตัวแปรตามโดยมีตัวแปรอิสระที่ใช้ในการ
อธิบายตัวแปลตาม คือ 1 2, ,...,i i ipx x x

 
ซึ ่งจะมีตัว

แปรทำนาย p  ตัว และ , ,...,00 01 0p    เป็นพารา 

มิเตอร์ของตัวแบบในกลุ่มที่ 0  ซึ่งเป็นกลุ่มอ้างอิงและ 

1,2,...,i n=  
2.2 ต้นไม้การตัดสินใจ 

ต้นไม้การตัดสินใจ (decision tree) เป็น
กฎการตัดสินใจเพื่อหาทางเลือกที่ดีที่สุด โดยการนำ
ข้อมูลมาวิเคราะห์เพื่อสร้างกฎการตัดสินใจในรูปแบบ
ของโครงสร้างต้นไม้ซึ ่งมีการเรียนรู ้ข้อมูลแบบมีผู้
แนะนำการสอน ส่วนประกอบของต้นไม้การตัดสินใจ
ประกอบด้วย (1) โหนด (node) คือ สมบัติต่าง ๆ เป็น
จุดที่แยกข้อมูลว่าจะให้ไปในทิศทางใดซึ่งโหนดที ่อยู่
สูงสุดเรียกว่าโหนดราก (root node) (2) กิ่ง (branch) 
คือ สมบัติของโหนดที่แตกออกมาโดยจำนวนของกิ่งจะ
เท่ากับสมบัติของโหนด และ (3) ใบ (leaf) คือ กลุ่ม
ของผลลัพธ์ในการแยกแยะข้อมูลซึ่งโหนดที่อยู่ล่างสุด
เร ียกว ่ าโหนดใบ  ( leaf node) ซ ึ ่ งสามารถแสดง
ส่วนประกอบของต้นไม้ตัดสินใจดังรูปที่ 1 การสร้าง
โมเดลด้วยวิธีต้นไม้การตัดสินใจจะคัดเลือกตัวแปรที่มี
ความสัมพันธ์กับกลุ่มมากที่สุดขึ้นมาเป็นโหนดบนสุด
ของต้นไม้ หลังจากนั้นก็จะหาตัวแปรที่มีความสัมพันธ์
ถัดไปเรื่อย ๆ เพื่อสร้างกิ่งและโหนดใบต่อไป ในการหา
ความสัมพันธ์ของตัวแปรนี้ใช้ตัววัดที่เรียกว่าอัตราส่วน
ของค่าเกน (information gain, IG) [16] 

i

0 1ix =

j k 0,1,2,...,k p =
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Figure 1 The components of a decision tree: 

The Nodes represent the possible 
attributes associated with an event. 
The first node is called root and 
represents the attribute with largest 
information gain; Branches represent 
the attributes values; and Leaves 
represent the classes. [17] 

 

3. วิธีดำเนินการวิจัย 
ใช้ข้อมูลจาก 130 โรงพยาบาล ในประเทศ

สหรัฐอเมริกา จำนวน 101,766 ระเบียนของ Clinical 
Care at 130 US Hospitals and Integrated Delivery 
Networks [18] ซึ่งเก็บอยู่ที่ UCI Machine Learning 
Repository (http://archive.ics.uci.edu/ml; Irvine, 
CA: University of California, School of Informa-
tion and Computer Science) ตัวแปรที ่ใช ้ในการ
วิจัยจำนวน 33 ตัวแปร ประกอบด้วย (1) เพศ จำนวน 
2 ระดับ คือ ชาย และหญิง (2) ช่วงอายุจำนวน 4 
ระดับ คือ 0-60 ปี 61-70 ปี 71-80 ปี และ 80 ปีข้ึนไป 
(3) ประเภทของการเข้ารับการรักษาในโรงพยาบาล
จำนวน 3 ระดับ คือ ฉุกเฉิน/เร่งด่วน เพิ่งปรากฏว่ามี
แนวโน้มการเป็นโรค และประเภทอื่น ๆ (4) ประเภท

ของการออกจากโรงพยาบาลจำนวน 3 ระดับ คือ กลับ
บ้าน เข้ารับการรักษาในโรงพยาบาลเดิม และโอนไปยัง
สถานพยาบาลอื่น ๆ (5) ประเภทของแหล่งหรือแผนก
ที่เข้ารับการรักษาจำนวน 3 ระดับ คือ ห้องฉุกเฉิน 
โรงพยาบาลหร ือคล ิน ิกอ ื ่น และประเภทอ ื ่น ๆ           
(6) จำนวนวันท่ีรักษาตัวในโรงพยาบาล (7) จำนวนของ
การสั่งตรวจทางห้องปฏิบัติการ (8) จำนวนของการสั่ง
ตรวจรักษานอกเหนือจากการตรวจทางห้องปฏบิตัิการ 
(9) จำนวนยาที่ใช้ในการรักษา (10) จำนวนของการเข้า
รับการรักษาเป็นผู้ป่วยนอก (11) จำนวนของการเข้า
รับการรักษาเป็นผู้ป่วยฉุกเฉิน (12) จำนวนของการเข้า
รับการรักษาเป็นผู้ป่วยใน (13) จำนวนโรคของผู้ป่วยท่ี
ถูกวินิจฉัยเข้ามาในระบบ (14) ผลการทดสอบซีรัม
กลูโคส (glucose serum) จำนวน 4 ระดับ คือ ไม่ได้
ทดสอบ ปกติ มากกว่าสองร้อย และมากกว่าสามร้อย 
(15) ผลการทดสอบ A1C จำนวน 4 ระดับ คือ ไม่ได้
ทดสอบ ปกติ มากกว่าเจ็ด และมากกว่าแปด (16) การ
เปลี่ยนแปลงในการใช้ยาเบาหวานทั้งปริมาณหรือช่ือ
ทั่วไปจำนวน 2 ระดับ คือ ไม่มีการเปลี่ยนแปลง และมี
การเปลี่ยนแปลง (17) สถานะการใช้ยารักษาโรคเบา 
หวาน จำนวน 2 ระดับ คือ ใช้ และไม่ใช้ (18-32) การ
เปลี่ยนแปลงปริมาณยาที่ใช้ต่อหนึ่งครั ้ง จำนวน 15 
ชนิด ได้แก่ metformin, repaglinide, nateglinide, 
insulin เป็นต้น จำนวน 3 ระดับ คือ ไม่ได้ใช้ยาในการ
รักษา (no) ไม่มีการเปลี่ยนแปลงปริมาณยาที่ใช้ต่อหนึง่
ครั้ง (steady) และมีการเปลี่ยนแปลงปริมาณยาที่ใช้
ต่อหนึ ่งครั ้ง (up, down) และ (33) สถานะการนัด
กลับมารักษาซ้ำ จำนวน 3 ระดับ คือ ไม่นัดกลับมา
รักษาซ้ำ นัดกลับมารักษาซ้ำภายใน 30 วัน และนัด
กลับมารักษาซ้ำมากกว่า 30 วัน และโปรแกรมที่ใช้ใน
การวิเคราะห์ข ้อม ูลการวิจ ัย  ค ือ SAS (statistical 
analysis system) โ ด ย ใ ช ้  SAS 9 . 4  แ ล ะ  SAS 
Enterprise Miner 14.2 
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ข้อมูลทั้งหมดได้สุ ่มแบ่งข้อมูลเป็น 2 ชุด คือ 
ชุดข้อมูลฝึกฝน และชุดข้อมูลตรวจสอบ นำชุดข้อมูล
ฝึกฝนมาสร้างสมการหรือกฎการตัดสินใจโดยวิธีการ
ถดถอยลอจิสติกและต้นไม้การตัดสินใจที่มีตัวแปรตาม
เป็นตัวแปรจำแนกประเภทแบบพหุที่มี 3 กลุ่ม และ
แบบทวิภาคที่มี 2 กลุ่ม ซึ่งแบ่งเป็นกรณีการวิเคราะห์
ดังนี ้

กรณีที ่ 1 จำแนกตัวแปรตามเป็นแบบพหุ 3 
กลุ่ม โดยกลุ่มที่ 1 คือ กลุ่มผู้ป่วยท่ีไม่ต้องกลับมารักษา
ซ้ำในโรงพยาบาลหรือผู้ป่วยที่ไม่มีภาวะโรค กลุ่มที่ 2 
คือ กลุ่มผู้ป่วยที่กลับมารักษาซ้ำในโรงพยาบาลภายใน 
30 วัน และกลุ่มที่ 3 คือ กลุ่มผู้ป่วยที่กลับมารักษาซ้ำ
ในโรงพยาบาลมากกว่า 30 วัน 

กรณีที่ 2 จำแนกตัวแปรตามเป็นแบบทวิภาค
โดยกลุ่มที่ 1 คือ กลุ่มผู้ป่วยท่ีไม่ต้องกลับมารักษาซ้ำใน
โรงพยาบาลหรือผู้ป่วยที่ไม่มีภาวะโรค และกลุ่มที่ 2 
คือ กลุ่มผู้ป่วยท่ีต้องกลับมารักษาซ้ำในโรงพยาบาล 

กรณีที่ 3 จำแนกตัวแปรตามเป็นแบบทวิภาค
จากข้อมูลในกลุ่มที่ 2 ของกรณีที่ 2 โดยกลุ่มที่ 1 คือ 
กลุ่มผู้ป่วยที่กลับมารักษาซ้ำในโรงพยาบาลภายใน 30 
วัน และกลุ่มที่ 2 คือ กลุ่มผู้ป่วยที่กลับมารักษาซ้ำใน
โรงพยาบาลมากกว่า 30 วัน 

4. ผลการดำเนินการวิจัย 
ข้อม ูลผู ้ป ่วยโรคเบาหวานที ่ใช ้ในการวิจัย

ประกอบด้วยกลุ ่มเป้าหมาย จำนวน 3 กลุ ่ม โดยมี
อัตราส่วนของข้อมูลระหว่างกลุ่มไม่กลับมารักษาซ้ำใน
โรงพยาบาล กลับมารักษาซ้ำในโรงพยาบาลภายใน 30 
วัน และกลับมารักษาซ้ำในโรงพยาบาลมากกว่า 30 วัน
เป็นร้อยละ 53.92  : 11.16 : 34.92 ตามลำดับ เนื ่อง
ด้วยการจำแนกประเภทโดยกลุ่มเป้าหมาย จำนวน 3 
กลุ่ม จะมีผลต่อประสิทธิภาพของการจำแนกเช่นความ
ถูกต้องและความไว รวมทั้งมีผลต่อความซับซ้อนในการ
แปลความหมายผลการจำแนก เช่น การแปลความ
ผลบวกเท็จและผลลบเท็จ [19] ผู้วิจัยจึงได้ออกแบบ
การวิจัยโดยทำการจำแนกการกลับมารักษาซ้ำในโรง 
พยาบาลของผู้ป่วยโรคเบาหวานเป็น 2 กรณี แบ่งเป็น
กรณีละ 2 กลุ่ม โดยกรณีที่ 1 แบ่งเป็นไม่กลับมารักษา
ซ้ำในโรงพยาบาล และกลับมารักษาซ้ำในโรงพยาบาล 
มีอัตราส่วนของข้อมูลเป็นร้อยละ 53.92 : 46.08 ตาม 
ลำดับ และกรณีที ่ 2 แบ่ง เป็นกลับมารักษาซ้ำใน
โรงพยาบาลภายใน 30 วัน และกลับมารักษาซ้ำใน
โรงพยาบาลมากกว่า 30 วัน มีอัตราส่วนของข้อมูลเป็น 
24.22 : 75.78 ตามลำดับ แสดงดังตารางที่ 1 

 
Table 1 The number and percentage of re-hospitalization in diabetes patients 
 

Target group Not re-hospitalization 
Less than 30 days of  

re-hospitalization 
More than 30 days of  

re-hospitalization 
Case 1 54,850 (53.92) 11,356 (11.16) 35,528 (34.92) 

Target group Not re-hospitalization Re-hospitalization 
Case 2 54,850 (53.92) 46,884 (46.08) 

Target group - 
Less than 30 days of  

re-hospitalization 
More than 30 days of  

re-hospitalization 
Case 3 - 11,356 (24.22) 35,528 (75.78) 

Values in parentheses are the percentage value. 
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Table 2 Classification of re-hospitalization of diabetes patients in case 1 
 

Classification 
techniques 

False 
positive 

False   
negative 

Sensitivity 
Accuracy 

Variable 
selection 

ROC Lift 
30  30   

Case 1 
Logistic regression 0.16 34.95 1.06 24.00 57.09 4 0.61 1.41 
Decision tree 0.19 34.96 1.41 36.20 57.60 16 0.62 1.44 

Lift value is the highest value from the lift chart. 
 
Table 3 Classification of re-hospitalization of diabetes patients in case 2 and 3 
 

Classification 
techniques 

False 
positive 

False 
negative 

Sensitivity Accuracy 
Variable 
selection 

ROC Lift 

Case 2 
Logistic regression 9.52 28.98 64.65 61.51 10 0.65 1.50 
Decision tree 12.43 25.22 62.99 62.35 14 0.66 1.52 

Case 3 
Logistic regression 24.19 0.40 75.62 75.41 4 0.55 1.03 
Decision tree 24.18 0.41 75.62 75.42 7 0.59 1.08 
Lift value is the highest value from the lift chart. 
 

เม ื ่อพิจารณาประสิทธ ิภาพในการจำแนก
ประเภทของการกลับมารักษาซ้ำในโรงพยาบาลของ
ผู ้ป่วยโรคเบาหวานที ่ตัวแปรตามมีจำนวน 3 กลุ่ม 
พบว่าประสิทธิภาพของการจำแนกประเภทโดยใช้
เทคนิคต้นไม้การตัดสินใจจะมีประสิทธิภาพสูงสุดโดย
ให้ค่าความถูกต้อง (accuracy) เท่ากับร้อยละ 57.60 
ซึ ่งมีค่ามากที่สุด ค่าความไวในการจำแนกประเภท 
(sensitivity) ทั ้งข้อมูลที ่อยู ่ในกลุ ่มผู ้ป่วยที ่กลับมา
รักษาซ้ำในโรงพยาบาลภายใน 30 วัน และกลุ่มผู้ป่วยที่
กลับมารักษาซ้ำในโรงพยาบาลมากกว่า 30 วัน เท่ากับ
ร้อยละ 1.41 และ 36.20 ตามลำดับ รวมทั้งมีค่า ROC 
index เท่ากับ 0.62 และค่า lift เท่ากับ 1.44 ซึ่งมีค่า
มากที่สุด ซึ่งเมื่อพิจารณาค่าความไวในการจำแนกกลุ่ม
ผู้ป่วยที่กลับมารักษาซ้ำในโรงพยาบาลภายใน 30 วัน 

จะคำนวณโดยใช้ผลรวมของกลุ่มผู ้ป่วยที่ไม่กลับมา
รักษาซ้ำในโรงพยาบาล และกลุ่มผู้ป่วยที่กลับมารักษา
ซ้ำในโรงพยาบาลมากกว่า 30 วัน เป็นกลุ่มอ้างอิง และ
ค่าความไวในการจำแนกกลุ่มผู้ป่วยที่กลับมารักษาซ้ำ
ในโรงพยาบาลมากกว่า 30 วัน จะคำนวณโดยใช้
ผลรวมของกล ุ ่มผ ู ้ป ่วยท ี ่ ไม ่กล ับมาร ักษาซ ้ำใน
โรงพยาบาล และกลุ ่มผู ้ป่วยที ่กลับมารักษาซ้ำใน
โรงพยาบาลภายใน 30 วัน เป็นกลุ่มอ้างอิง ซึ่งในกรณี
ดังกล่าวจะทำให้ผู ้วิจัยไม่สามารถทำการแปลความ 
หมายค่าความไวในการจำแนกกลุ ่มอ้างอิง  ซึ ่งค่า
ผลบวกเท็จและผลลบเท็จก็เป็นไปตามเหตุผลดังกล่าว
เช่นเดียวกัน แสดงผลการวิเคราะห์ดังตารางที่ 2 

เม ื ่อพิจารณาประสิทธ ิภาพในการจำแนก
ประเภทของการกลับมารักษาซ้ำในโรงพยาบาลของ



ปีที่ 28 ฉบบัที่ 1 มกราคม 2563                                                                              วารสารวิทยาศาสตร์และเทคโนโลย ี

 49 

ผู้ป่วยโรคเบาหวานจำนวน 2 กรณีแบ่งเป็นกรณีละ 2 
กลุ่ม โดยขั้นตอนในการจำแนกจะจำแนกในกรณีที่ 2 
เป็นขั ้นตอนแรก หากผลการจำแนกปรากฏว่าเป็น
ผู้ป่วยที่ไม่กลับมารักษาซ้ำในโรงพยาบาลจะสามารถ
ตัดสินใจตามผลการจำแนกโดยทันที แต่หากผลการ
จำแนกในกรณีที่ 2 ปรากฏว่าเป็นกลับมารักษาซ้ำใน
โรงพยาบาลจะต้องจำแนกประเภทต่อในกรณีที่ 3 โดย
จำแนกประเภทเป็นกลับมารักษาซ้ำในโรงพยาบาล
ภายใน 30 วัน และกลับมารักษาซ้ำในโรงพยาบาล
มากกว่า 30 วัน ซึ่งผลการวิจัยพบว่าประสิทธิภาพของ
การจำแนกประเภทโดยใช้เทคนิคต้นไม้การตัดสินใจจะ
มีประสิทธิภาพสูงสุดในทั้ง 2 กรณี โดยให้ค่าความ
ถูกต้องเท่ากับร้อยละ 62.35 และ 75.42 ตามลำดับ 
ซึ่งมีค่ามากที่สุด ความไวในการจำแนกประเภทเท่ากับ
ร้อยละ 62.99 และ 75.62 ตามลำดับ รวมทั ้งมีค่า 
ROC index เท่ากับ 0.66 และ 0.59 ตามลำดับ และ
ค่า lift เท่ากับ 1.52 และ 1.08 ตามลำดับ ซึ่งมีค่ามาก
ที่สุด แสดงดังตารางที่ 3 
 

5. สรุปผลการวิจัย 

การศึกษาเปรียบเทียบประสิทธิภาพในการ
จำแนกประเภทของการกลับมารักษาซ้ำในโรงพยาบาล
ของผู้ป่วยโรคเบาหวานแบบอเนกนามหรือหลายกลุ่ม 
และแบบทวิภาค ซึ่งจำแนกเป็น 2 กรณี โดยใช้เทคนิค
การวิเคราะห์การถดถอยลอจิสติกและต้นไม้การ
ตัดสินใจ พบว่าประสิทธิภาพของการจำแนกประเภท
โดยใช้เทคนิคต้นไม้การตัดสินใจแบบทวิภาคที่จำแนก
เป็น 2 กรณี มีประสิทธิภาพสูงสุด สอดคล้องกับ
งานวิจ ัยของ Jelinek (2013) เร ื ่อง Decision trees 
and multi-level ensemble classifiers for 
neurological diagnostics [20] และงานว ิจ ัยของ 
Bihis (2015) เร ื ่อง A generalized flow for multi-
class and binary classification tasks: An Azure 

ML approach [21] ซึ ่งการจำแนกประเภทของการ
กลับมารักษาซ้ำในโรงพยาบาลของผู้ป่วยโรคเบาหวาน
ที่ตัวแปรตามมีจำนวน 3 กลุ่ม คือ ไม่กลับมารักษาซ้ำ
ในโรงพยาบาล กลับมารักษาซ้ำในโรงพยาบาลภายใน 
30 วัน และกลับมารักษาซ้ำในโรงพยาบาลมากกว่า 30 
วัน ส่งผลให้แปลความหมายของค่าในเมทริกซ์ได้ยาก
และเกิดความสับสน (confusion matrix) เนื่องจากตัว
วัดดังกล่าวนั้นคำนวณภายใต้เงื่อนไขแบบทวิภาค เมื่อ
มีจำนวนกลุ่มมากกว่า 2 กลุ่ม ตัววัดจะกำหนดกลุ่มที่
สนใจขึ้นมาหนึ่งกลุ่ม และจำนวนข้อมูลในกลุ่มที่เหลือ
ซึ ่งรวมเป็นกลุ่มเดียวกันนั ้นกำหนดเป็นกลุ่มอ้างอิง 
ตัวอย่าง เช่น กรณีกลุ ่มที ่สนใจเป็นกลุ ่มที ่ 2 การ
คำนวณค่าโดยกำหนดให้จำนวนผลการจำแนกในกลุ่ม
ที่ 2 เป็นกลุ่มที่สนใจ และจำนวนผลการจำแนกในกลุ่ม
ที่เหลือที่จะรวมเป็นกลุ่มเดียวกันและกำหนดเป็นกลุ่ม
อ้างอิง ดังนั้นในการอ่านค่าจากตัววัดดังกล่าวจึงทำให้
ยากต่อการตีความผลของการจำแนกผิดพลาด [22] 

ดังนั ้นการเลือกใช้การจำแนกประเภทข้อมูล
แบบสองกลุ่มหรือทวิภาค จึงเป็นเทคนิคการจำแนกที่
ทำให้แปลความหมายของค่าในเมทริกซ์สับสนได้ง่าย 
เนื่องจากกลุ่มของตัวแปรตามมีจำนวน 2 กลุ่ม มีการ
คำนวณค่าของตัววัดดังกล่าวโดยการกำหนดกลุ่มใด
กลุ่มหนึ่งเป็นกลุ่มอ้างอิง ทำให้การอ่านค่าจากตัววัด
สามารถใช้เป็นตัวบ่งชี้หรือเกณฑ์การประเมินประสิทธิ 
ภาพของต ัวแบบหร ือผลการตรวจว ิน ิจฉ ัยอย ่าง
เหมาะสม โดยเฉพาะอย่างยิ่งงานวิจัยทางการแพทย์ที่
นิยมใช้ค่าจากเมทริกซ์ความสับสนในการแปลผลการ
วินิจฉัยโรคหรือการวินิจฉัยภาวะผิดปกติต่าง ๆ ด้วย
การตรวจทางห้องปฏิบัติการ การรายงานผลตรวจ
วิธีการหนึ่ง คือ รายงานว่าผลตรวจเป็นบวกหรือผล
ตรวจเป็นลบ โดยผลการตรวจย่อมมีโอกาสเกิดผลบวก
เท็จ (false positive) หรือผลลบเท็จ (false negative) 
ขึ้นได้เสมอ การแปลความผลจึงต้องระมัดระวังเป็น
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อย่างยิ ่ง และต้องอาศัยความรู ้ทางสถิติและทฤษฎี
ความน่าจะเป็น ค่าผลบวกเท็จหรือผลลบเท็จจึงเป็น
ตัวชี้วัดที่มีความสำคัญในการพิจารณาผลการวิจัยหรือ
ผลการวินิจฉัยโรค ซึ ่งจะมีผลต่อประสิทธิภาพการ
รักษาท่ีถูกต้องและเหมาะสมอีกด้วย [23,24] 
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