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Abstract

This research studied non-linear and non-stationary time series for three forecasting methods
that were Box-Jenkins method with ARIMA model, empirical mode decomposition with ARIMA
model of Box-Jenkins method (EMD-ARIMA) and ensemble empirical mode decomposition with
ARIMA model of Box-Jenkins method (EEMD-ARIMA). Time series data with 170 values were
simulated by program R in six models consisting of second and third-order polynomial trend time
series, exponential trend time series with positive and negative exponents and logistic trend time
series with positive and negative exponents. The data were divided into two parts. The first part
with 150 values, was used to create forecasting model and the second part with 20 values, was
used for comparing efficiency of forecasting methods. Efficiency criteria were MSE and MAPE. The
results showed that the Box-Jenkins method with ARIMA model was the most efficient method for
forecasting exponential trend time series with positive exponent and logistic trend time series,
whereas the EMD-ARIMA method was the most efficient method for exponential trend time series.
In addition, the EEMD-ARIMA method was the most efficient method for forecasting polynomial,

exponential trend time series with positive exponent and logistic trend time series.
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Figure 2 Diagram of EMD- ARIMA method
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Figure 3 Diagram of EEMD- ARIMA method
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Table 1 MSE and MAPE of ARIMA, EMD-ARIMA and EEMD-ARIMA methods for six time series types

ARIMA method for ARIMA method for EMD-ARIMA method for | EEMD-ARIMA method for
Time series
ype Y Z = \/; Yt Yt

MSE MAPE MSE MAPE MSE MAPE MSE MAPE
First type 1.0x10’ 10.0101 2.6x10" 14.5330 1.3x107 11.7029 8.8x10% 9.6223**
Second type | 9.3x10% 5.2262 1.0x10% 20.2491 1.1x10" 5.9245 4.7x10"* 3.9734%*
Third type 0.4356 9.7783 0.3392 9.0091% 0.3459 9.8261 0.8935 16.8173
Fourth type 0.0141 | 1,702.5667 0.0139 1,690.9879 | 0.0331 | 356.3533** | 0.0099* 1,254.9433
Fifth type 0.0030 135.2633 0.0024* 100.6131 0.0061 282.5146 0.0026 100.2875%*
Sixth type 0.0035 4.8702 0.0031 4.4402 0.0514 18.1653 0.0028* 4.3056*

*Means the least MSE for each time series type; **Means the least MAPE for each time series type
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