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Abstract

The purpose of this study was to compare the methods of regression coefficient estimation

in the multiple linear regression model for three methods, the ordinary least squares (OLS),
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M-Andrews and GM-Huber methods, in case of outliers on independent variable and error is
t-distribution. The approach of estimator comparison was mean square error (MSE). The dataset
was generated by the Monte Carlo simulation technique, repeated 1,000 times for each situation
with R programming. The study results were as follows: the ordinary least squares methods
indicated the lowest MSE when the degree of freedom equal to 5 in case of no outliers on
independent. While the case of outliers on the independent variable, the GM-Andrews methods
indicated the lowest MSE when the degree of freedom equal to 3 for all sample sizes and all
percentage of outliers. However, the degree of freedom equal to 5, the M-Andrews methods

indicated the lowest MSE in most cases.

Keywords: multiple linear regression; outlier; M-Andrews estimator; GM-Huber estimator; ordinary

least square
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Table 1 The MSE of the coefficient estimations when the error is t-distribution without outliers

df=3 df=5
" OLS M GM OLS M GM
20 0.2008 0.1817 0.1509 0.1147 0.1147 0.1353
30 0.1165 0.1160 0.0839 0.0719 0.0720 0.0820
50 0.0664 0.0657 0.0428 0.0401 0.0400 0.0397
100 0.0333 0.0329 0.0203 0.0197 0.0197 0.0191
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Table 2 The MSE of the coefficient estimations with outliers in 1 independent variable

Mild Qutliers Extreme Outliers
df | n Percentages of outliers
OLS M GM OLS M GM
10 0.2040 | 0.2035 | 0.1663 | 0.2015 | 0.2014 | 0.1578
20 20 0.2025 | 0.2011 | 0.1651 | 0.1973 | 0.1964 | 0.1633
30 0.2011 | 0.2000 | 0.1645 | 0.1989 | 0.1966 | 0.1616
10 0.1204 | 0.1197 | 0.0826 | 0.1206 | 0.1199 | 0.0830
30 20 0.1199 | 0.1194 | 0.0823 | 0.1200 | 0.1194 | 0.0830
30 0.1181 | 0.1172 | 0.0797 | 0.1195 | 0.1187 | 0.0816
’ 10 0.0699 | 0.0692 | 0.0439 | 0.0691 | 0.0686 | 0.0438
50 20 0.0695 | 0.0688 | 0.0443 | 0.0687 | 0.0680 | 0.0441
30 0.0693 | 0.0686 | 0.0437 | 0.0660 | 0.0646 | 0.0401
10 0.0330 | 0.0329 | 0.0201 | 0.0328 | 0.0327 | 0.0200
100 20 0.0346 | 0.0344 | 0.0194 | 0.0325 | 0.0323 | 0.0197
30 0.0326 | 0.0325 | 0.0199 | 0.0324 | 0.0323 | 0.0198
10 0.1138 | 0.1139 | 0.1438 | 0.1112 | 0.1111 | 0.1350
20 20 0.1108 | 0.1107 | 0.1337 | 0.1095 | 0.1094 | 0.1323
30 0.1120 | 0.1119 | 0.1321 | 0.1071 | 0.1070 | 0.1310
10 0.0715 | 0.0716 | 0.0765 | 0.0705 | 0.0706 | 0.0742
30 20 0.0712 | 0.0709 | 0.0757 | 0.0704 | 0.0699 | 0.0737
30 0.0685 | 0.0686 | 0.0743 | 0.0701 | 0.0698 | 0.0751
’ 10 0.0397 | 0.0396 | 0.0390 | 0.0392 | 0.0392 | 0.0384
50 20 0.0394 | 0.0393 | 0.0383 | 0.0390 | 0.0390 | 0.0379
30 0.0392 | 0.0392 | 0.0388 | 0.0390 | 0.0389 | 0.0387
10 0.0195 | 0.0195 | 0.0189 | 0.0193 | 0.0194 | 0.0188
100 20 0.0193 | 0.0193 | 0.0188 | 0.0192 | 0.0192 | 0.0186
30 0.0192 | 0.0192 | 0.0187 | 0.0191 | 0.0191 | 0.0185
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Table 3 The MSE of the coefficient estimations with outliers in 2 independent variables

Mild Outliers Extreme Outliers
df | n Percentages of outliers
OLS M GM OLS M GM
10 0.1131 | 0.1123 | 0.0882 | 0.0645 | 0.0644 | 0.0515
20 20 0.0881 | 0.0874 | 0.0659 | 0.0556 | 0.0551 | 0.0430
30 0.0696 | 0.0687 | 0.0553 | 0.0521 | 0.0516 | 0.0418
10 0.0658 | 0.0656 | 0.0476 | 0.0393 | 0.0392 | 0.0276
30 20 0.0517 | 0.0514 | 0.0361 | 0.0343 | 0.0342 | 0.0233
30 0.0423 | 0.0419 | 0.0316 | 0.0327 | 0.0324 | 0.0221
’ 10 0.0380 | 0.0376 | 0.0251 | 0.0232 | 0.0227 | 0.0150
50 20 0.0302 | 0.0299 | 0.0196 | 0.0206 | 0.0204 | 0.0132
30 0.0270 | 0.0267 | 0.0171 | 0.0197 | 0.0195 | 0.0126
10 0.0189 | 0.0188 | 0.0113 | 0.0113 | 0.0112 | 0.0068
100 20 0.0147 | 0.0146 | 0.0089 | 0.0098 | 0.0098 | 0.0059
30 0.0128 | 0.0127 | 0.0077 | 0.0093 | 0.0093 | 0.0056
10 0.0615 | 0.0614 | 0.0755 | 0.0354 | 0.0353 | 0.0436
20 20 0.0489 | 0.0488 | 0.0600 | 0.0312 | 0.0311 | 0.0380
30 0.0420 | 0.0419 | 0.0511 | 0.0293 | 0.0292 | 0.0354
10 0.0379 | 0.0378 | 0.0418 | 0.0221 | 0.0220 | 0.0240
30 20 0.0295 | 0.0294 | 0.0332 | 0.0191 | 0.0190 | 0.0218
30 0.0266 | 0.0265 | 0.0288 | 0.0185 | 0.0184 | 0.0204
° 10 0.0215 | 0.0214 | 0.0220 | 0.0132 | 0.0131 | 0.0133
50 20 0.0170 | 0.0171 | 0.0172 | 0.0117 | 0.0116 | 0.0115
30 0.0153 | 0.0152 | 0.0156 | 0.0113 | 0.0112 | 0.0113
10 0.0106 | 0.0105 | 0.0107 | 0.0065 | 0.0064 | 0.0064
100 20 0.0086 | 0.0086 | 0.0083 | 0.0058 | 0.0058 | 0.0056
30 0.0076 | 0.0075 | 0.0072 | 0.0055 | 0.0055 | 0.0051
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Table 4 The MSE of the coefficient estimations with outliers in 3 independent variables

Mild Outliers Extreme Outliers
df | n Percentages of outliers
OLS M GM OLS M GM
10 0.1091 | 0.1087 | 0.0852 | 0.0572 | 0.0570 | 0.0466
20 20 0.0825 | 0.0820 | 0.0629 | 0.0477 | 0.0471 | 0.0365
30 0.0674 | 0.0665 | 0.0516 | 0.0437 | 0.0431 | 0.0319
10 0.0640 | 0.0634 | 0.0469 | 0.0388 | 0.0389 | 0.0250
30 20 0.0527 | 0.0541 | 0.0341 | 0.0306 | 0.0300 | 0.0204
30 0.0429 | 0.0423 | 0.0295 | 0.0289 | 0.0284 | 0.0197
’ 10 0.0370 | 0.0366 | 0.0247 | 0.0213 | 0.0210 | 0.0140
50 20 0.0287 | 0.0284 | 0.0191 | 0.0184 | 0.0181 | 0.0121
30 0.0253 | 0.0250 | 0.0160 | 0.0175 | 0.0173 | 0.0112
10 0.0186 | 0.0186 | 0.0110 | 0.0105 | 0.0105 | 0.0062
100 20 0.0141 | 0.0140 | 0.0085 | 0.0090 | 0.0089 | 0.0053
30 0.0121 | 0.0120 | 0.0073 | 0.0084 | 0.0084 | 0.0050
10 0.0589 | 0.0588 | 0.0730 | 0.0317 | 0.0316 | 0.039%4
20 20 0.0457 | 0.0458 | 0.0554 | 0.0270 | 0.0269 | 0.0327
30 0.0386 | 0.0385 | 0.0469 | 0.0250 | 0.0249 | 0.0318
10 0.0365 | 0.0366 | 0.0411 | 0.0200 | 0.0201 | 0.0221
30 20 0.0278 | 0.0279 | 0.0313 | 0.0168 | 0.0167 | 0.0194
30 0.0248 | 0.0247 | 0.0268 | 0.0161 | 0.0160 | 0.0173
° 10 0.0210 | 0.0209 | 0.0214 | 0.0122 | 0.0121 | 0.0125
50 20 0.0163 | 0.0162 | 0.0164 | 0.0105 | 0.0104 | 0.0106
30 0.0144 | 0.0143 | 0.0148 | 0.0101 | 0.0100 | 0.0104
10 0.0103 | 0.0102 | 0.0105 | 0.0060 | 0.0060 | 0.0059
100 20 0.0082 | 0.0082 | 0.0080 | 0.0054 | 0.0054 | 0.0052
30 0.0071 | 0.0071 | 0.0068 | 0.0050 | 0.0050 | 0.0048
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Table 5 The estimation method with the lowest mean square error when the outliers in

independent variables

Mild Outliers Extreme Outliers

df n Percentages of outliers Percentages of outliers
10 20 30 10 20 30
20 GM GM GM GM GM GM
30 GM GM GM GM GM GM
’ 50 GM GM GM GM GM GM
100 GM GM GM GM GM GM
20 M M M M M M
30 OLS M M M M M
’ 50 M M M M GM M
100 M GM GM GM GM GM
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