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บทคัดย่อ 
	 งานวจิยันีม้วัีตถปุระสงค์เพือ่เปรยีบเทยีบประสทิธภิาพของการประมาณค่าพารามเิตอร์ด้วยวิธกีารแบบเบส์ของ

การแจกแจงกัมเบลแบบท่ี 2 ท้ังหมด 4 วิธี ได้แก่ ข้ันตอนวิธีเมโทรโพลิส-แฮสติงส์แบบอิสระ ขั้นตอนวิธีเมโทรโพลิส

แบบเดินสุ่ม ขั้นตอนวิธีเมโทรโพลิส-แฮสติงส์แบบอิสระประยุกต์ใช้ร่วมกับการเลือกตัวอย่างแบบกิบส์ และขั้นตอนวิธี

เมโทรโพลิสแบบเดินสุ่มประยุกต์ใช้ร่วมกับการเลือกตัวอย่างแบบกิบส์ โดยเปรียบเทียบประสิทธิภาพของตัวประมาณ

ด้วยค่าความคลาดเคลื่อนก�ำลังสองเฉลี่ยจากการจ�ำลองด้วยเทคนิคมอนติคาร์โลภายใต้สถานการณ์ที่มีค่าพารามิเตอร์

บ่งรูปร่างเท่ากับ 0.5, 1, 2, 3 และ 4 พารามิเตอร์บ่งขนาดเท่ากับ 0.5, 1 และ 2 ขนาดตัวอย่างเท่ากับ 20, 50 และ 

100 และการแจกแจงก่อนของทั้งสองพารามิเตอร์คือการแจกแจงแกมมา นอกจากนั้นผู้วิจัยยังน�ำทั้ง 4 วิธีมาประยุกต์

ใช้กบัข้อมลูจรงิ ผลการศกึษาโดยสรปุจากการจ�ำลองภายใต้สถานการณ์ต่าง ๆ  โดยส่วนใหญ่ขัน้ตอนวธิเีมโทรโพลิสแบบ

เดินสุ่มและข้ันตอนวิธีเมโทรโพลิส-แฮสติงส์แบบอิสระประยุกต์ใช้ร่วมกับการเลือกตัวอย่างแบบกิบส์ให้ประสิทธิภาพ

มากที่สุด และผลจากการประยุกต์ใช้กับข้อมูลจริงพบว่าขั้นตอนวิธีเมโทรโพลิส-แฮสติงส์แบบอิสระประยุกต์ใช้ร่วมกับ

การเลือกตัวอย่างแบบกิบส์ให้ประสิทธิภาพมากที่สุด
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Abstract

	 This research aims to compare the performance of the parameter estimation by the Bayesian 

approach of the Gumbel type-II distribution on four methods, namely independent metropolis-hast-

ings algorithm, random walk metropolis algorithm, independent metropolis-hastings algorithm with 

Gibbs sampling, and random walk metropolis algorithm with Gibbs sampling. The comparison among 

methods is made in terms of the mean square errors based on the Monte Caro simulation technique. 

The shape parameters were chosen to be 0.5, 1, 2, 3, and 4, the scale parameters were chosen to 

be 0.5, 1, and 2 and the sample sizes were chosen to be 20, 50, and 100. The prior distribution of 

both parameters was assumed to be the Gamma distribution. Moreover, we apply four methods for 

real data. The findings show that the random walk metropolis algorithm and the independent  

metropolis-hastings algorithm with Gibbs sampling present the best performance in most cases 

under a simulation study. For real data, the independent metropolis-hastings algorithm with Gibbs 

sampling offers the best performance.

Keywords:	 Markov chain Monte Carlo; Independent metropolis-hastings algorithm; Random walk  

		  metropolis algorithm; Gibbs sampling

1. บทน�ำ
	 Gumbel [1] นักคณิตศาสตร์ชาวเยอรมันได้น�ำ

เสนอการแจกแจงกัมเบลแบบท่ี 2 (gumbel type-II 

distribution) และได้น�ำไปประยุกต์ใช้ส�ำหรับสร้างตัว

แบบภายใต้ข้อมูลที่มีค่าสุดขีด (extreme value) เพื่อ

คาดการณ์การเปลี่ยนแปลงปรากฏการณ์ทางอุตุนิยม 

วิทยา เช่น  น�้ำท่วม แผ่นดินไหว และภัยพิบัติทางธรรม

ชาตอ่ืินๆ นอกจากนัน้ยงัน�ำไปประยกุต์ใช้ในการวเิคราะห์

อายขัุย มงีานวจิยัหลายๆ งานวจิยัได้น�ำเสนอการอนมุาน

ทางสถิติและคุณสมบัติต่างๆ ที่เกี่ยวข้องกับการแจกแจง 

กัมเบลแบบที่ 2 เช่น Feroze และ Aslam [2]  ได้น�ำ

เสนอการประมาณค่าพารามิเตอร ์บ ่งรูปร ่างและ

พารามิเตอร์บ่งขนาดแบบเบส์ของการแจกแจงกัมเบล

แบบที่ 2 ภายใต้ข้อมูลที่ถูกตรวจตัดโดยใช้ฟังก์ชันความ

สูญเสียที่แตกต่างกัน ซึ่งใช้การแจกแจงก่อนแบบไม่ให้

สารสนเทศ (non – informative prior) และให้

สารสนเทศ (informative prior) หลังจากนั้น Abbas 

และคณะ [3] ได้น�ำเสนอการประมาณค่าพารามิเตอร์บ่ง

รปูร่างและพารามิเตอร์บ่งขนาดแบบเบส์ของการแจกแจง 

กัมเบลแบบที่ 2 โดยใช้การประมาณของลินด์เลย ์ 

(lindley’s approximation) ภายใต้ฟังก์ชันความ 

สูญเสียที่แตกต่างกัน ซึ่งใช้การแจกแจงก่อนแบบไม่ให้

สารสนเทศและให้สารสนเทศ นอกจากนั้นยังน�ำตัว

ประมาณแบบเบส์มาเปรียบเทียบกับตัวประมาณภาวะ

น่าจะเป็นสูงสุด (maximum likelihood estimators) 

โดยใช้การจ�ำลองมอนติคาร์โลและประยุกต์ใช้กับข้อมูล

แรงเค้นที่ท�ำให้เส้นใยคาร์บอนขาด ต่อมา Okorie และ

คณะ [4] ได้ทดสอบว่าข้อมูลเวลารอดชีวิตของผู้ป่วย

มะเร็งเม็ดเลือดขาวชนิดไมอีลอยด์มีการแจกแจงกัมเบล

แบบที่ 2 ภายใต้ตัวประมาณภาวะน่าจะเป็นสูงสุด  

รวมถึงได้น�ำเสนอการแจกแจงกัมเบลแบบที่ 2 แบบ

เลขชี้ก�ำลัง (exponentiated gumbel type-II distri-

bution) ซึ่งมีการแจกแจงกัมเบลแบบที่ 2 เป็นการ

แจกแจงเฉพาะ

	 การประมาณค่าพารามิเตอร์ด้วยวิธีภาวะน่าจะ

เป็นสงูสดุ (maximum likelihood method) เพ่ือสร้าง
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ตัวแบบที่เหมาะสมในแต่ละการแจกแจงเป็นวิธีการ

อนุมานเชิงสถิติแบบดั้งเดิมท่ีใช้เพียงสารสนเทศข้อมูล 

เชิงประจักษ์ ซึ่งจะได้ตัวประมาณที่มีประสิทธิภาพเมื่อ 

มีขนาดตัวอย่างมากเพียงพอ ส่วนการประมาณค่า

พารามิเตอร์ด้วยวิธีการแบบเบส์ (Bayesian method) 

เป็นการการอนุมานเชิงสถิติท่ีแตกต่างไปจากวิธีการ

อนุมานเชิงสถิติแบบดั้งเดิม ซึ่งจะใช้สารสนเทศสองส่วน

คอื สารสนเทศข้อมูลเชงิประจกัษ์จากฟังก์ชนัภาวะน่าจะ

เป็น (likelihood function) และสารสนเทศความรูก่้อน

หน้าทีม่เีกีย่วกบัพารามเิตอร์จากการแจกแจงความน่าจะ

เป็นก่อน (prior probability distribution)  ในกรณีที่

ตวัประมาณแบบเบส์ไม่สามารถเขียนให้อยูใ่นรปูของสตูร

ปิดได้ ผู้วิจัยจึงต้องหาวิธีประมาณค่าตัวประมาณแบบ

เบส์ เช่น เลือกใช้เทคนิคการประมาณค่าของลินด์เลย์ 

(lindley’s approximation) ซึ่งน�ำเสนอโดย Lindley 

[5] และการเลือกตัวอย่างในวิธีมอนติคาร์โลโซ่มาร์คอฟ 

(Markov chain Monte Carlo, MCMC) ซึง่น�ำเสนอโดย 

Gilks และคณะ [6] 

	 การเลือกตัวอย่างแบบกิบส์ (Gibbs sampling) 

ซึ่งน�ำเสนอโดย Geman และ Geman [7] เป็นวิธีการ

หนึ่งในวิธีมอนติคาร์โลโซ่มาร์คอฟที่เป็นที่นิยม โดยหลัก

การคอืในแต่ละรอบของการวนซ�ำ้จะสุม่ตวัอย่างจากการ

แจกแจงโดยประมาณของการแจกแจงจริงที่ต้องการ แต่

ยังมีข้อจ�ำกัดส�ำหรับวิธีน้ีคือผู้วิจัยควรจะทราบรูปแบบ

ของการแจกแจงภายหลังแบบมีเง่ือนไขของพารามิเตอร์ 

อีกหนึ่งวิธีการที่นิยมใช้กันอย่างแพร่หลายในวิธีมอนติ

คาร์โลโซ่มาร์คอฟที่น�ำมาประมาณตัวประมาณแบบเบส์ 

คอื ขัน้ตอนวิธเีมโทรโพลสิ-แฮสตงิส์ (metropolis-hast-

ings agorithm) ที่น�ำเสนอโดย Hastings [8] โดยมีหลัก

การคอืเป็นการสุม่ตัวอย่างค่าประมาณทีเ่ป็นไปได้ (can-

didate value) จากการแจกแจงน�ำเสนอ (proposal 

distribution) ที่มีลักษณะคล้ายกันกับขั้นตอนวิธีการ

เลือกตวัอย่างแบบปฏเิสธ (rejection sampling) ซึง่การ

สุ่มตัวอย่างค่าประมาณท่ีเป็นไปได้จากการแจกแจงน�ำ

เสนอของขั้นตอนวิธีเมโทรโพลิส-แฮสติงส์ มี 2 แบบ 

ได้แก่ ขัน้ตอนวธิเีมโทรโพลสิ-แฮสตงิส์แบบอสิระ (inde-

pendent metropolis-hastings algorithm, IMH) และ

ขั้นตอนวิธีเมโทรโพลิสแบบเดินสุ่ม (random walk 

metropolis algorithm, RWM) มีงานวิจัยที่ได้น�ำขั้น

ตอนวธิเีมโทรโพลสิ-แฮสตงิส์ ไปประยกุต์ใช้การประมาณ

ค่าพารามเิตอร์แบบเบส์เพือ่สร้างตวัแบบทีเ่หมาะสมและ

น่าเชื่อถือ เช่น Moala และคณะ [9] ได้น�ำเสนอการ

ประมาณพารามเิตอร์บ่งรูปร่างและพารามเิตอร์บ่งขนาด

แบบเบส์ของการแจกแจงแกมมาภายใต้สถานการณ์การ

แจกแจงก่อนแบบไม่ให้สารสนเทศทีแ่ตกต่างกนั  Ahmed 

[10] ได้น�ำเสนอการประมาณพารามิเตอร์บ่งรูปร่างและ

พารามิเตอร์บ่งขนาดแบบเบส์ภายใต้การแจกแจงไวบูล

เมื่อข้อมูลถูกตรวจตัดแบบช่วง ต่อมา Saraiva และ 

Suzuki [11] ได้ประยุกต์ใช้ขั้นตอนวิธีเมโทรโพลิส- 

แฮสติงส์แบบอิสระและขั้นตอนวิธีเมโทรโพลิสแบบ 

เดนิสุม่ร่วมกบัการเลอืกตวัอย่างแบบกิบส์ เพือ่ประมาณค่า 

พารามิเตอร์พารามิเตอร์บ่งรูปร่างและพารามิเตอร์บ่ง

ขนาดของการแจกแจงไวบูลภายใต้การตรวจตัดทางขวา 

หลังจากนั้น Saraiva และคณะ [12] ได ้ศึกษา

ประสิทธิภาพการประยุกต์ใช้ขั้นตอนวิธีเมโทรโพลิส- 

แฮสติงส์ในการประมาณค่าแบบเบส์ เพื่อประมาณค่า

พารามิเตอร์บ่งรูปร่างและพารามิเตอร์บ่งขนาดของการ

แจกแจงไวบูลสองตัวแปรภายใต้ AMH Copula เม่ือ

ข้อมูลมีการการตรวจตัดทางขวา Haselimashadi และ

คณะ [13] ได้น�ำเสนอตวัแบบการถดถอยแบบเบส์ส�ำหรบั

ข้อมูลเชิงนับและประยุกต์ใช้กับข้อมูลสุขภาพ และยังมี

งานวิจัยที่ได้ประยุกต์การเลือกตัวอย่างแบบกิบส์กับการ

เลือกตัวอย่างแบบอ่ืนๆ ภายใต้วิธีมอนติคาร์โลโซ่มาร ์

คอฟ เช่น Kundu และ Gupta [14] ได้ประยุกต์ใช้การ

เลือกตวัอย่างแบบกบิส์ร่วมกับการเลือกตวัอย่างจากการ

แจกแจงภายหลังแบบมีเงื่อนไขที่มี คุณสมบัติ เป ็น 

log-concave เพือ่ประมาณค่าพารามิเตอร์บ่งรูปร่างและ

พารามิเตอร์บ่งขนาดของการแจกแจงแบบเลขช้ีก�ำลัง

ทั่วไป จากการศึกษางานวิจัยที่กล่าวมาแล้วข้างต้น

ส�ำหรับการประมาณค่าพารามิเตอร์แบบเบส์ ส่วนใหญ่
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พบว่าไม่สามารถหารูปแบบของการแจกแจงภายหลัง

แบบมีเงื่อนไขของพารามิเตอร์ได้ ซึ่งเป็นเพราะความซับ

ซ้อนของฟังก์ชนัภาวะน่าจะเป็นและฟังก์ชนัการแจกแจง

ภายหลัง (posterior distribution) จึงได้ประมาณ

พารามิเตอร์แบบเบส์ด้วยขั้นตอนวิธีเมโทรโพลิส-แฮส 

ติงส์ แต่ในบางตัวแบบผู้วิจัยสามารถหารูปแบบของการ

แจกแจงภายหลงัแบบมเีงื่อนไขของพารามเิตอร์ได้ ซึง่ส่ง

ผลให้สามารถประยกุต์ใช้การเลอืกตวัอย่างแบบกิบส์เพือ่
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(maximum likelihood estimators : MLE) การแจกแจงร่วมเชิงเส้นกำกับ (asymptotic joint distribution) ของตัว
ประมาณภาวะน่าจะเป็นสูงสุด ˆMLE  และ ˆ

MLE  ประมาณได้ด้วยการแจกแจงปรกติสองตัวแปร (approximately bivariate 
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MLE  ตามลำดับ   
 ให้ ( , )I    เป็นเมทริกซ์สารสนเทศค่าสังเกตของฟิชเชอร์ (observed fisher’s information matrix) ของ
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คือ 

,   เนื่ องจากพารามิ เตอร ์   

 ผู้วิจัยจึงก�ำหนดให้การแจกแจงก่อนของ   

และ  คอืการแจกแจงแกมมา ซึง่เหมอืนกับงานวจิยัของ 

Abbas และคณะ [3]  ฟังก์ชนัความหนาแน่นความน่าจะ

เป็นของพารามิเตอร์   และ   มีรูปแบบดังนี้

	 และ    

	 การแจกแจงภายหลัง (posterior distribution) 

ของ   และ  มีฟังก์ชันความหนาแน่นความน่าจะเป็น

ร่วมคือ

                                     

	

	 การแจกแจงภายหลังแบบมเีงือ่นไข (condition-

al posterior distributions) ของ  และ  มีรูปแบบ

ตามล�ำดับดังนี้

                                                                                                 (9)

และ

                                                                                       (10)

	 ซึ่งในสมการ (9) การแจกแจงภายหลังแบบมี

เงื่อนไขของ  มีการแจกแจงแกมมาท่ีมีพารามิเตอร์   

 และ  ส่วนการแจกแจงภายหลงัแบบ

มีเงื่อนไขของ ในสมการ (10) ไม่สามารถจัดให้อยู่ในการ

แจกแจงใดๆ ได้ 

	 ในงานวจัิยนีไ้ด้น�ำข้ันตอนวิธเีมโทรโพลสิ-แฮสติงส์ 

(metropolis-hastings algorithm) ซึ่งได้แก่ ขั้นตอน 

วิธีเมโทรโพลิส-แฮสติงส์แบบอิสระ (independent 

metropolis-hastings algorithm, IMH)  และขั้นตอน

วธิเีมโทรโพลสิแบบเดนิสุม่ (random walk metropolis 

algorithm, RWM) มาประมาณค่าทัง้พารามิเตอร์  และ   
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ในการประมาณค่าพารามิเตอร์   และ   ด้วยวิธีภาวะน่าจะเป็นสูงสุด ผู้วิจัยไม่สามารถเขียนตัวประมาณให้อยู่ใน
รูปของสูตรปิดได้ ดังนั้นจึงประยุกต์ใช้ฟังก์ชัน nlminb บนโปรแกรม R เพื่อประมาณตัวประมาณภาวะน่าจะเป็นสูงสุด 
(maximum likelihood estimators : MLE) การแจกแจงร่วมเชิงเส้นกำกับ (asymptotic joint distribution) ของตัว
ประมาณภาวะน่าจะเป็นสูงสุด ˆMLE  และ ˆ

MLE  ประมาณได้ด้วยการแจกแจงปรกติสองตัวแปร (approximately bivariate 

normal distribution) ซึ ่งมีรูปแบบดังนี้  11 12
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 คือเมทริกซ์ความแปรปรวนและความแปรปรวนร่วมของ ˆMLE  และ ˆ
MLE  ซึ่งเมทริกซ์ความแปรปรวนและ

ความแปรปรวนร่วมนี ้สามารถประมาณได้โดยเมทริกซ์ผกผันของเมทริกซ์ข้อสนเทศค่าสังเกตของฟิชเชอร์และแทน
ค่าพารามิเตอร์   และ   ด้วย ˆMLE  และ ˆ

MLE  ตามลำดับ   
 ให้ ( , )I    เป็นเมทริกซ์สารสนเทศค่าสังเกตของฟิชเชอร์ (observed fisher’s information matrix) ของ

พารามิเตอร์   และ   ที่มีขนาด 2 2  ซึ่งมีสมาชิกเป็นค่าลบของอนุพันธ์อันดับที่สองของฟังก์ชันล็อกภาวะน่าจะเป็น
เทียบกับ   และ   มีรูปแบบดังนี้ 
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ดังนั้นค่าประมาณเมทริกซ์ความแปรปรวนและความแปรปรวนรว่มของ ˆMLE  และ ˆ
MLE  คือ 1 ˆˆ( , )MLE MLEI  −  

 
2.3 การประมาณแบบเบส์ 
ในงานวจิัยนีจ้ะศึกษาการประมาณค่าพารามิเตอร์    และ    เม่ือทราบสารสนเทศความรู้ก่อนหน้าเกี่ยวกับ

พารามิเตอร์ภายใต้ข้อสมมติความเป็นอิสระต่อกนัของพารามิเตอร์ โดยฟังก์ชันความหนาแนน่ความน่าจะเป็นรว่มของการแจก
แจงก่อนของ    และ     คือ ( ) ( ) ( )1 2,      =   เนื่องจากพารามิเตอร์ , 0     ผู้วิจัยจึงกำหนดใหก้ารแจกแจง
ก่อนของ   และ   คือการแจกแจงแกมมา ซึ่งเหมือนกับงานวจิัยของ Abbas และคณะ [3]  ฟังก์ชันความหนาแนน่ความ
น่าจะเป็นของพารามิเตอร์   และ   มีรูปแบบดังนี้ 
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การแจกแจงภายหลัง (posterior distribution) ของ   และ   มีฟังก์ชันความหนาแนน่ความนา่จะเป็นรว่มคือ 
                                    ( ) ( ) ( ) ( )1 2,, L xp x         

  การแจกแจงภายหลังแบบมีเง่ือนไข ( conditional posterior distributions) ของ   และ   มีรูปแบบตามลำดับ
ดังนี้ 
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ซึ่งในสมการ (9) การแจกแจงภายหลังแบบมีเง่ือนไขของ  มีการแจกแจงแกมมาที่มีพารามิเตอร์ 2n a+  และ 2
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ส่วนการแจกแจงภายหลังแบบมีเง่ือนไขของ ในสมการ (10) ไม่สามารถจัดให้อยู่ในการแจกแจงใด ๆ ได้  
 ในงานวิจัยนี้ได้นำขั้นตอนวิธีเมโทรโพลิส-แฮสติงส์ (metropolis-hastings algorithm) ซึ่งได้แก่ ขั้นตอนวิธีเมโทรโพ
ลิส-แฮสติงส์แบบอิสระ (independent metropolis-hastings algorithm, IMH)  และขั้นตอนวิธีเมโทรโพลิสแบบเดินสุ่ม 
(random walk metropolis algorithm, RWM) มาประมาณค่าทั้งพารามิเตอร์   และ   นอกจากนั้นได้ประยุกต์ใช้การ
เลือกตัวอย่างแบบกิบส์ (gibbs sampling) มาประมาณค่าพารามิเตอร์   ร่วมกับขั้นตอนวิธีเมโทรโพลิส-แฮสติงส์เพื่อ
ประมาณพารามิเตอร์   ตามลำดับ 

 2.3.1 ขั้นตอนวิธีเมโทรโพลิส-แฮสติงส์แบบอิสระ (independent metropolis-hastings algorithm, IMH) 
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การแจกแจงนำเสนอในขั้นตอนวิธีเมโทรโพลิส-แฮสติงส์แบบอิสระ จะไม่ขึ้นอยู่กับสถานะปัจจุบันของ ,   นั่นคือ 
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ก่อนของ   และ   คือการแจกแจงแกมมา ซึ่งเหมือนกับงานวจิัยของ Abbas และคณะ [3]  ฟังก์ชันความหนาแนน่ความ
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การแจกแจงภายหลัง (posterior distribution) ของ   และ   มีฟังก์ชันความหนาแนน่ความนา่จะเป็นรว่มคือ 
                                    ( ) ( ) ( ) ( )1 2,, L xp x         

  การแจกแจงภายหลังแบบมีเง่ือนไข ( conditional posterior distributions) ของ   และ   มีรูปแบบตามลำดับ
ดังนี้ 
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ส่วนการแจกแจงภายหลังแบบมีเง่ือนไขของ ในสมการ (10) ไม่สามารถจัดให้อยู่ในการแจกแจงใด ๆ ได้  
 ในงานวิจัยนี้ได้นำขั้นตอนวิธีเมโทรโพลิส-แฮสติงส์ (metropolis-hastings algorithm) ซึ่งได้แก่ ขั้นตอนวิธีเมโทรโพ
ลิส-แฮสติงส์แบบอิสระ (independent metropolis-hastings algorithm, IMH)  และขั้นตอนวิธีเมโทรโพลิสแบบเดินสุ่ม 
(random walk metropolis algorithm, RWM) มาประมาณค่าทั้งพารามิเตอร์   และ   นอกจากนั้นได้ประยุกต์ใช้การ
เลือกตัวอย่างแบบกิบส์ (gibbs sampling) มาประมาณค่าพารามิเตอร์   ร่วมกับขั้นตอนวิธีเมโทรโพลิส-แฮสติงส์เพื่อ
ประมาณพารามิเตอร์   ตามลำดับ 
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การแจกแจงนำเสนอในขั้นตอนวิธีเมโทรโพลิส-แฮสติงส์แบบอิสระ จะไม่ขึ้นอยู่กับสถานะปัจจุบันของ ,   นั่นคือ 
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การแจกแจงภายหลัง (posterior distribution) ของ   และ   มีฟังก์ชันความหนาแนน่ความนา่จะเป็นรว่มคือ 
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  การแจกแจงภายหลังแบบมีเง่ือนไข ( conditional posterior distributions) ของ   และ   มีรูปแบบตามลำดับ
ดังนี้ 
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ลิส-แฮสติงส์แบบอิสระ (independent metropolis-hastings algorithm, IMH)  และขั้นตอนวิธีเมโทรโพลิสแบบเดินสุ่ม 
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 นอกจากนั้นได้ประยุกต์ใช้การเลือกตัวอย่างแบบกิบส์ 

(gibbs sampling) มาประมาณค่าพารามิเตอร์   ร่วม

กับขั้นตอนวิธี เมโทรโพลิส-แฮสติงส ์ เพื่อประมาณ

พารามิเตอร์  ตามล�ำดับ

	 2.3.1 ขั้นตอนวิธีเมโทรโพลิส-แฮสติงส์แบบ

อิสระ (independent metropolis-hastings  

algorithm, IMH)

	 ก�ำหนดให้   คือค่าประมาณที่เป็นไปได้ 

(candidate value) ท่ีสร้างจากการแจกแจงน�ำเสนอ 

(proposal distribution)   ซึ่ง   

จะถูกยอมรับด้วยความน่าจะเป็นเท่ากับ   

เมื่อ 

                                   

	 การแจกแจงน�ำเสนอในขั้นตอนวิธีเมโทรโพลิส-

แฮสติงส์แบบอิสระ จะไม่ขึ้นอยู่กับสถานะปัจจุบันของ   

 นั่นคือ

   

	 ในงานวิจัยนี้จะก�ำหนดฟังก์ชันการแจกแจงน�ำ

เสนอให้เท่ากบัการแจกแจงก่อน เช่นเดยีวกบังานวจัิยของ 

Saraiva และ Suzuki [11] ดังนั้น

	 ก�ำหนดให้  เป็นสถานะปัจจุบัน

ของโซ่มาร์คอฟ เมือ่  คอืการวนซ�ำ้รอบที ่ 

และก�ำหนดให้ค่าเริ่มต้นคือ  โดยข้ันตอนวิธี

สามารถอธิบายได้ดังนี้

(1) จ�ำลอง และ                        และ

(2) ค�ำนวณ 

		    

(3) จ�ำลอง  ถ้า  ให้ และ 

 ด้วยความน่าจะเป็นเท่ากับ     

หรือถ้า   และ  ด้วย

ความน่าจะเป็นเท่ากับ   

	 2.3.2 ขั้นตอนวิธีเมโทรโพลิสแบบเดินสุ ่ม  

(random walk metropolis algorithm, RWM) 

	 ในการประมาณค่าพารามเิตอร์โดยใช้ข้ันตอนวธิี

เมโทรโพลิสแบบเดินสุ่มจะมีกระบวนการยอมรับ   

และ  ในลักษณะเช่นเดียวกับขั้นตอนวิธีเมโทรโพลิส-

แฮสติงส์แบบอิสระ แตกต่างกันที่ฟังก์ชันการแจกแจง 

น�ำเสนอ (proposal distribution) ในขั้นตอนวิธีนี้

ฟ ังก์ชันการแจกแจงน�ำเสนอจะมีลักษณะสมมาตร 

ซึ่งท�ำให้   ดังนั้น 

	                                                                                                  

	 ก�ำหนดให้  เป็นสถานะปัจจุบัน

ของโซ่มาร์คอฟ เมือ่  คอืการวนซ�ำ้รอบที ่ 

และก�ำหนดให้ค่าเริ่มต้นคือ  โดยขั้นตอนวิธี

สามารถอธิบายได้ดังนี้

(1) จ�ำลอง  จากการแจกแจงปรกติหลาย

ตัวแปร (multivariate normal distribution) ที่ม ี

เวกเตอร์ ค่าเฉลีย่เท่ากบั และเมทรกิซ์ความแปรปรวน

ร ่วม   และให ้  และ 

  

(12)

~

~
~
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(2) ค�ำนวณ   เมื่อ  

		

(3) จ�ำลอง   ถ้า   ให้   และ 

 ด้วยความน่าจะเป็นเท่ากับ    

หรือถ้า   ให้   และ 

 ด้วยความน่าจะเป็นเท่ากับ    

	 2.3.3	ขั้นตอนวิธีเมโทรโพลิส-แฮสติงส์แบบ

อิสระประยุกต์ใช้ร่วมกับการเลือกตัวอย่างแบบกิบส์ 

(independent metropolis-hastings algorithm 

with gibbs sampling, IMHG) 

	 ผู้วิจัยจะประมาณค่าพารามิเตอร์  ด้วยวิธีการ

เลือกตัวอย่างแบบกิบส์และประมาณค่าพารามิเตอร์ 

ด้วยขั้นตอนวิธีเมโทรโพลิส-แฮสติงส์ แบบอิสระ

	 ก�ำหนดให้  เป็นสถานะปัจจุบัน

ของโซ่มาร์คอฟ เมือ่  คอืการวนซ�ำ้รอบที ่  

จ�ำลอง  เมื่อ   

 คอืค่าประมาณของพารามเิตอร์  ของรอบการวน

ซ�้ำที่   และ   ค่าเริ่มต้นของพารามิเตอร์  

	 ก�ำหนดให้  คือค่าประมาณที่ เป ็นไปได้  

(candidate value) ที่สร้างจากการแจกแจงน�ำเสนอ 

(proposal distribution)   ซึ่ง  จะถูก

ยอมรับด้วยความน่าจะเป็นเท่ากับ  เมื่อ 

 

	 การแจกแจงน�ำเสนอในขั้นตอนวิธีเมโทรโพลิส-

แฮสติงส์อิสระ จะไม่ขึ้นอยู่กับสถานะปัจจุบันของ   

นั่นคือ

	

	 ในงานวิจัยนี้จะก�ำหนดฟังก์ชันการแจกแจงน�ำ

เสนอให้เท่ากบัการแจกแจงก่อน เช่นเดยีวกบังานวจัิยของ 

Saraiva และ Suzuki [11] ดังนั้น 

	 ก�ำหนดให้  เป็นสถานะปัจจุบนัของ

โซ่มาร์คอฟ เมื่อ  คือการวนซ�้ำรอบที่ 

และก�ำหนดให้ค่าเริ่มต้นคือ  โดยขั้นตอนวิธีสามารถ

อธิบายได้ดังนี้

(1) จ�ำลอง    

(2) ค�ำนวณ   

		

(3) จ�ำลอง ถ้า  ให้ ด้วยความ

น่าจะเป็นเท่ากับ   หรือถ้า  ให้  ด้วย

ความน่าจะเป็นเท่ากับ  	

	 2.3.4	ขั้นตอนวิธีเมโทรโพลิสแบบเดินสุ ่ม

ประยุกต์ใช้ร่วมกับการเลือกตัวอย่างแบบกิบส์ (ran-

dom walk metropolis algorithm with gibbs 

sampling, RWMG) 

	 ผู้วิจัยจะประมาณค่าพารามิเตอร์  ด้วยวิธีการ

เลอืกตวัอย่างแบบกบิส์และประมาณค่าพารามเิตอร์  

ด้วยขั้นตอนวิธีเมโทรโพลิส-แฮสติงส์ แบบเดินสุ่ม

	 ก�ำหนดให้  เป็นสถานะปัจจุบัน

ของโซ่มาร์คอฟ เมือ่  คอืการวนซ�ำ้รอบที ่  

จ�ำลอง  เมื่อ   

 คือค่าประมาณของพารามิเตอร์  ของรอบการ 

วนซ�้ำที่  และ  ค่าเริ่มต้นของพารามิเตอร์ 

~

~

~

~

~

RIMHG

RIMHG

RIMHG

RIMHG

RIMHG
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	 การประมาณค่าพารามิเตอร์โดยใช้ขั้นตอนวิธี

เมโทรโพลิสแบบเดินสุ่ม ฟังก์ชันการแจกแจงน�ำเสนอ 

(proposal distribution) จะมลีกัษณะสมมาตรซึง่ท�ำให้   

 กระบวนการยอมรับ  จะมี

ลักษณะเช่นเดียวกับขั้นตอนวิธีเมโทรโพลิส-แฮสติงส ์

แบบอิสระ ดังนั้น 

	                                                                                                     

	 ก�ำหนดให้  เป็นสถานะปัจจุบนัของ

โซ่มาร์คอฟ (Markov Chain) เมื่อ  คือการวนซ�้ำรอบที่  

  โดยขั้นตอนวิธีสามารถอธิบายได้ดังนี้

(1) ก�ำหนดค่าเริ่มต้น    

(2)  จ�ำลอง  และให้     

(3) ค�ำนวณ  เมื่อ  

		

(4) จ�ำลอง        

     		  ถ้า  ให้  ด้วยความน่าจะเป็น

เท่ากับ  หรือถ้า  ให้  ด้วยความน่า

จะเป็นเท่ากับ  ตัวประมาณแบบเบส์ของ  และ  

จากขั้นตอนวิธีข้างต้นมีรูปแบบดังนี้    

	

                           

เมื่อ  คือจ�ำนวนรอบวนซ�้ำมอนติคาร์โล และ  คือ 

จ�ำนวน burn-in period ซ่ึงสตูรข้างต้นเป็นการประมาณ

ค่าเฉลี่ยเพื่อที่จะให้โซ่มาร์คอฟเข้าใกล้กระบวนการคงท่ี

ก่อน (convergence to stationary) 

2.4 การศึกษาโดยใช้การจ�ำลอง

	 ในงานวิจัยนี้ใช้โปรแกรม R จ�ำลองด้วยเทคนิค

มอนติคาร์โล โดยก�ำหนดสถานการณ์ต่างๆ ดังนี้

(1)	 ก�ำหนดขนาดตัวอย่างที่ศึกษาเท่ากับ 20 50 และ 

100

(2)	 ก�ำหนดจ�ำนวนรอบท�ำซ�้ำเท่ากับ 1,000 รอบ 

(3)	 จ�ำลองข้อมูลที่มีการแจกแจงกัมเบลแบบที่ 2 ที่มี

พารามิเตอร์  และ  

(4)	 ก�ำหนดพารามิเตอร์  และ  ให้

สอดคล้องกบัค่าคาดหมายของ  และ  ทีม่กีารแจกแจง

แกมมาตามล�ำดบั เช่น กรณ ี  ให้  และ   

 ให้  

(5)	 ค�ำนวณตัวประมาณของพารามิเตอร์  และ  ด้วย

วิ ธีภาวะน ่าจะเป ็นสู งสุด  และวิธีแบบเบส ์ด ้ วย 

ขัน้ตอนวธิ ีIMH RWM IMHG และ RWMG ผูว้จิยัก�ำหนด

ค่าเริ่มต้น  คือตัวประมาณภาวะน่าจะเป็น

สูงสุด ส่วนในขั้นตอนวิธี RWM และ RWMG ผู้วิจัย

ก�ำหนด  และ  เท่ากับค่าประมาณความแปรปรวน

ของตวัประมาณภาวะน่าจะเป็นสงูสดุทีม่กีารแจกแจงเชงิ

เส้นก�ำกับปรกติ นอกจากน้ันในขั้นตอนวิธี IMH RWM 

IMHG และ RWMG จะท�ำการวนซ�้ำในโซ่มาร์คอฟ 

10,000 รอบ และก�ำหนดจ�ำนวน burn-in period ( ) 

1,000 รอบ ซ่ึงการก�ำหนดรอบการวนซ�้ำและจ�ำนวน 

burn-in period จะก�ำหนดเช่นเดียวกันกับงานวิจัยของ 

Moala และคณะ [9]   

(6)	 ท�ำซ�้ำข้อ 3-5 จ�ำนวน 1,000 รอบ 

(7)	 ค�ำนวณค่าเฉลี่ยและค่าประมาณความคลาดเคลื่อน

ก�ำลังสองเฉลี่ยของตัวประมาณทั้ง 5 วิธี จากการท�ำซ�้ำ 

1,000 รอบ ค่าเฉล่ีย (Average)  มีรูปแบบดังน้ี   

 และ  และค ่า

ประมาณความคลาดเคลื่อนก�ำลังสองเฉลี่ย (MSE)   

มีรูปแบบดังนี้  และ 

  

(14)

~

~

RRWMG

RRWMG

RRWMG
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2.5 การศึกษาโดยใช้ข้อมูลจริง

	 ผู้วิจัยได้ใช้ข้อมูลระยะเวลารอดชีวิต (หน่วยเป็น

เดือน) ของผู้ป่วยมะเร็งเม็ดเลือดขาวชนิดไมอีลอยด์

เฉยีบพลนัจ�ำนวน 20 ราย ซึง่เป็นตวัอย่างในงานวจิยัของ 

Okorie และคณะ [4] ดังนี้ 

	 2.226	 2.113	 3.631	 2.473	 2.720	 2.050	 2.061	 3.915	 0.871	 1.548

	 2.746	 1.972	 2.265	 1.200	 2.967	 2.808	 1.079	 2.353	 0.726	 1.958

	 ผู้วิจัยน�ำข้อมูลข้างต้นมาทดสอบการแจกแจง 

กมัเบลแบบที ่2 ด้วยการทดสอบของโคโมโกรอฟ-สเมอรนอฟ 

(kolmogorov-smirnov test)  และประมาณ 

ค่าพารามิเตอร์แบบเบส์จากทั้ง 4 วิธี รวมถึงค�ำนวณราก

ที่สองของคลาดเคลื่อนก�ำลังสองเฉลี่ย (square root of 

mean square error, RMSE) [11] เพือ่วดัประสิทธภิาพ

ของตัวประมาณซึ่งมีรูปแบบดังนี้

	 เมื่อ  คือค่าประมาณฟังก์ชันการแจกแจง 

(the distribution function) ท่ีได้จากการแทนค่าตัว

ประมาณ  คือฟังก์ชันการแจกแจงเชิงประจักษ์ 

(the empirical distribution function) และ  คือ 

ขนาดตัวอย่าง

3. ผลการวิจัย
	 ในส ่วนน้ีจะแสดงผลลัพธ ์จากการจ�ำลอง

สถานการณ์เพื่อเปรียบเทียบประสิทธิภาพ 4 ขั้นตอนวิธี 

ส�ำหรับการประมาณค่าพารามิเตอร์บ่งรูปร่าง  และ

พารามเิตอร์บ่งขนาด  แบบเบส์ของการแจกแจงกมัเบล

แบบที่ 2 ซึ่งได้แก่ ขั้นตอนวิธีเมโทรโพลิส-แฮสติงส์แบบ

อิสระ (IMH) ขั้นตอนวิธีเมโทรโพลิสแบบเดินสุ่ม (RWM) 

ขั้นตอนวิธีเมโทรโพลิส-แฮสติงส์แบบอิสระประยุกต์ใช้

ร่วมกับการเลือกตัวอย่างแบบกิบส์ (IMHG) และขั้นตอน

วิธีเมโทรโพลิสแบบเดินสุ่มประยุกต์ใช้ร่วมกับการเลือก

ตัวอย่างแบบกิบส์ (RWMG) นอกจากนั้นยังน�ำวิธีภาวะ

น่าจะเป็นสงูสดุ (MLE) มาเปรยีบเทยีบร่วมด้วย ผู้วจิยัได้

เสนอผลการวิจัยในรูปแบบตารางโดยบรรทัดแรกแสดง

ค่าเฉลี่ย (Average) ของตัวประมาณ  และ  และ

บรรทัดที่สองแสดงค่าประมาณความคลาดเคล่ือนก�ำลัง

สองเฉลี่ย (MSE) ของตัวประมาณ  และ  จากการท�ำ

ซ�ำ้ 1,000 รอบ ซึง่ตวัประมาณทีใ่ห้ค่าประมาณ MSE ต�ำ่

ทีส่ดุจะเป็นตวัประมาณทีม่ปีระสทิธิภาพมากทีส่ดุ โดยผู้

วจิยัได้ท�ำตวัเข้มส�ำหรบัวธิทีีใ่ห้ค่าประมาณ MSE ต�ำ่ทีสุ่ด 

ดังตารางที่ 1-3 ภายใต้พารามิเตอร์และขนาดตัวอย่างที่

แตกต่างกัน จากตารางที่ 1-3 พบว่า ทั้ง 5 วิธีเมื่อขนาด

ตัวอย่างเพิ่มขึ้น ค่าเฉล่ียของตัวประมาณมีแนวโน้มเข้า

ใกล้ค่าพารามิเตอร์จริงและค่าประมาณ MSE มีแนวโน้ม

ลดลงทุกสถานการณ์ นอกจากนั้นในตารางที่ 4 ได้แสดง

ผลจากการน�ำวิธีการประมาณแบบเบส์ทั้ง 4 ขั้นตอนวิธี

วิธีมาประยุกต์ใช้กับข้อมูลจริง  

3.1 ผลจากการจ�ำลอง

	 จากตารางที่  1 เป็นสถานการณ์ที่ก�ำหนด   

 ส�ำหรบัการประมาณค่า  สถานการณ์โดยส่วน

ใหญ่ วิธี RWM มีประสิทธิภาพมากที่สุด ยกเว้นกรณี 

 ที่  และ  ที่  วิธี IMHG จะมี

ประสิทธภิาพดกีว่า นอกจากนัน้ยงัพบว่าในกรณ ี  

ที่  วิธี IMH และ IMHG มีประสิทธิภาพมาก

ที่สุดเช่นเดียวกันกับ วิธี RWM ส�ำหรับการประมาณค่า 

 สถานการณ์โดยส่วนใหญ่ วิธี RWM มีประสิทธิภาพ

มากที่สุด ยกเว้นกรณี  ที่  วิธี IMHG จะมี

ประสิทธิภาพดีกว่า และ  ที่  วิธี RWMG จะ

มีประสิทธิภาพดีกว่า นอกจากน้ันยังพบว่าสถานการณ์

โดยส่วนใหญ่ วิธี IMHG มีประสิทธิภาพมากที่สุดเช่น

เดียวกันกับ วิธี RWM ยกเว้นกรณี  ที่  
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วิธี RWM จะมีประสิทธิภาพดีกว่า และ  ที่  

วิธี RWMG จะมีประสิทธิภาพดีกว่า ยิ่งไปกว่าน้ันวิธี 

RWMG มีประสิทธิภาพมากท่ีสุดเช่นเดียวกันกับวิธี  

RWM เมื่อ  ที่  ที่ทุกขนาดตัวอย่าง 

และ  ที่  รวมถึง IMH มีประสิทธิภาพ

มากทีส่ดุเช่นเดยีวกนักบั วธิ ีRWM เมือ่  ที ่  

และ  ที่  ส่วนวิธี MLE เกือบทุกกรณีจะให้

ประสิทธิภาพต�่ำกว่าวิธีการประมาณค่าแบบเบส์ แต่จะ

ใกล้เคียงเมื่อ   

	 จากตารางที ่2 เป็นสถานการณ์ทีก่�ำหนด   

ส�ำหรับการประมาณค่า  สถานการณ์โดยส่วนใหญ่ วิธี 

RWM มีประสิทธิภาพมากท่ีสุด ยกเว้นกรณี  ที่

 ที่  และ  ที่  วิธี 

IMHG จะมปีระสทิธภิาพดกีว่า และกรณ ี  ที ่  

พบว่าวิธี IMH และ RWMG จะมีประสิทธิภาพดีกว่า 

นอกจากนั้นยังพบว่าในกรณี  ท่ีทุกขนาด

ตัวอย่าง วิธี IMHG มีประสิทธิภาพมากที่สุดเช่นเดียวกัน

กับวิธี RWM และกรณี  ที่  วิธี IMH มี

ประสิทธิภาพมากที่สุดเช่นเดียวกันกับวิธี RWM เช่นกัน  

ส�ำหรับการประมาณค่า  สถานการณ์โดยส่วนใหญ่ วิธี 

IMHG มีประสิทธิภาพมากที่สุด ยกเว้น กรณี  ที่   

 วิธี IMH จะมีประสิทธิภาพดีกว่า นอกจากนั้นยัง

พบว่าวิธี RWM มีประสิทธิภาพมากที่สุดเช่นเดียวกันกับ 

วิธี  IMHG เมื่อ  ที่   ที่ 

  ที่  และ  ที่  

ยิ่งไปกว่านั้นวิธี RWMG มีประสิทธิภาพมากที่สุดเช่น

เดียวกันกับ วิธี IMHG เช่นกัน เมื่อ  ที่  

และ  ที่ทุกขนาดตัวอย ่าง รวมถึงวิธี  IMH 

ประสิทธิภาพมากที่สุดเช่นเดียวกันกับวิธี IMHG เมื่อ 

  ที่  ส่วนวิธี MLE เกือบทุกกรณีจะให้

ประสิทธิภาพต�่ำกว่าวิธีการประมาณค่าแบบเบส์ แต่จะ

ใกล้เคียงในกรณีที่   

	 จากตารางที ่3 เป็นสถานการณ์ทีก่�ำหนด   

ส�ำหรับการประมาณค่า  เมื่อ  สถานการณ์

โดยส่วนใหญ่ วิธี IMHG มีประสิทธิภาพมากที่สุด ยกเว้น

กรณี  ที่  วิธี RWM จะมีประสิทธิภาพดีกว่า 

ยิ่งไปกว่าน้ันยังพบว่า RWM  มีประสิทธิภาพมากที่สุด

เช ่นเดียวกันกับวิธี IMGH ยกเว ้น กรณี  ที่ 

  วธิ ีIMGH จะมปีระสทิธภิาพดกีว่า ส่วนกรณี   

 ที ่  วิธ ีIMH มปีระสิทธภิาพมากทีส่ดุ กรณี   

 ที่  วิธี RWM และ IMHG มีประสิทธิภาพ

มากทีสุ่ด กรณ ี  ที ่  วธิ ีRWM มปีระสิทธิภาพ

มากที่สุด และกรณี  ที่  วิธี RWM มี

ประสทิธภิาพมากทีส่ดุ ส�ำหรบัการประมาณค่า  พบว่า

ผลลัพธ์ค่อนข้างหลากหลาย ผู้วจิยัจงึสรุปแต่ละวธิภีายใต้

สถานการณ์ต่างๆ ดังนี้ วิธี IMH มีประสิทธิภาพมาก 

ที่สุดในกรณี  ที่  และกรณี  ที่   

 วิธี RWM มีประสิทธิภาพมากที่สุดในกรณีที่ 

 ที่  วิธี IMHG มีประสิทธิภาพมากที่สุด

ในกรณี  ที่  ที่  ที่  

 ที่  และ  ที่  และ

วิธี RWMG มีประสิทธิภาพมากที่สุดในกรณี  ที่ 

 ที่  และ  ที่  

ส่วนวิธี MLE ทุกกรณีจะให้ประสิทธิภาพต�่ำกว่าวิธีการ

ประมาณค่าแบบเบส์ 

3.2 ผลจากการใช้ข้อมูลจริง

	 การทดสอบการแจกแจงของข้อมูลระยะเวลา

รอดชวีติ (หน่วยเป็นเดอืน) ของผูป่้วยมะเรง็เม็ดเลอืดขาว

ชนิดไมอีลอยด์เฉียบพลันจ�ำนวน 20 ราย ด้วยการ

ทดสอบของโคโมโกรอฟ-สเมอรนอฟ พบว่าค่า D = 0.25 

และ p-value = 0.5713 สรุปได้ว่าข้อมูลชุดนี้มีการ 

แจกแจงกัมเบลแบบที่ 2 จากนั้นผู้วิจัยได้ประมาณค่า

พารามิเตอร์แบบเบส์และค่า RMSE ด้วยวิธี IMH RWM 

IMHG และ RWMG ตามล�ำดับ ได้ผลดังนี้ ค่าประมาณ   

 คือ 2.0632, 2.0429, 2.0526 และ 2.0582 ตามล�ำดบั 

ส่วนค่าประมาณ  คือ 2.5874, 2.5562, 2.5905 และ 

2.5833 ตามล�ำดับ และค่า RMSE คือ 0.1050, 0.1053, 

0.1046 และ 0.1049 ตามล�ำดับ เมื่อพิจารณาค่า RMSE 

จากทั้ง 4 วิธี พบว่าวิธี IMHG มีประสิทธิภาพมากที่สุด 

ยิ่งไปกว่านั้นเมื่อน�ำไปเปรียบเทียบกับสถานการณ์จาก
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การจ�ำลองเม่ือ  เท่ากับ 2 และ  เท่ากับ 2 เม่ือ  

เท่ากับ 20 ในตารางที่ 3 ซึ่งเป็นสถานการณ์ที่ใกล้เคียง

กบัค่าประมาณพารามเิตอร์จากข้อมลูจรงิ พบว่า ค่า MSE 

และ RMSE ให้ผลสอดคล้องกัน นั่นคือวิธีประมาณที่ให้

ค่า MSE และ RMSE ต�่ำที่สุดคือ วิธี IMHG 

4. สรุปผลการวิจัย
	 ในงาน วิจั ยนี้ ไ ด ้ ศึ กษาและ เปรี ยบ เที ยบ

ประสิทธิภาพวิธีประมาณค่าพารามิเตอร์แบบเบส์ของ

การแจกแจงกัมเบลแบบที่ 2 ภายใต้ขอบเขตที่ทราบ

สารสนเทศความรู้ก่อนหน้าเกี่ยวกับพารามิเตอร์ โดย

ก�ำหนดการแจกแจงก่อนคือการแจกแจงแกมมา ซ่ึงจะ 

ส ่งผลให ้การแจกแจงภายหลังแบบมีเงื่อนไขของ

พารามิเตอร์บ่งขนาด เป็นการแจกแจงแกมมา แต่การ

แจกแจงภายหลงัแบบมเีงือ่นไขของพารามเิตอร์บ่งรปูร่าง 

ไม่สามารถจดัให้อยูใ่นการแจกแจงใดๆ ได้ ผูว้จิยัจงึใช้การ

เลือกตัวอย่างในวิธีมอนติคาร์โลโซ่มาคอร์ฟเพื่อประยุกต์

การประมาณค่าตัวประมาณแบบเบส์ ซึง่ประกอบด้วย 4 

วิธี ได้แก่ ขั้นตอนวิธีเมโทรโพลิส-แฮสติงส์แบบอิสระ 

(IMH) ขั้นตอนวิธีเมโทรโพลิสแบบเดินสุ่ม (RWM) ขั้น

ตอนวิธีเมโทรโพลิส-แฮสติงส์แบบอิสระประยุกต์ใช้ร่วม

กับการเลือกตัวอย่างแบบกิบส์ (IMHG) และขั้นตอนวิธี

เมโทรโพลิสแบบเดินสุ่มประยุกต์ใช้ร่วมกับการเลือก

ตัวอย่างแบบกิบส์ (RWMG) นอกจากนั้นยังน�ำวิธีภาวะ

น่าจะเป็นสูงสุด (MLE) มาเปรียบเทียบร่วมด้วย โดยใช้

เกณฑ์ค่าความคลาดเคลื่อนก�ำลังสองเฉลี่ย (MSE) จาก

การจ�ำลองด้วยเทคนิคมอนติคาร์โลภายใต้การก�ำหนด

สถานการณ์ทีข่นาดตวัอย่าง  แตกต่างกัน ค่าพารามเิตอร์ 

 แตกต่างกัน และค่าพารามิเตอร์  แตกต่างกัน ซึ่งพบ

ว่าเมือ่ขนาดตวัอย่างเพิม่ขึน้ ทัง้ 5 วธิ ีค่า MSE มแีนวโน้ม

ลดลงทกุสถานการณ์ แสดงให้เหน็ว่าตัวประมาณมค่ีาเข้า

ใกล้พารามเิตอร์ นัน่คอืตวัประมาณเป็นตวัประมาณทีค่ง

เส้นคงวา นอกจากนั้นพบว่าวิธี MLE มีประสิทธิภาพต�่ำ

กว่าวิธีอื่นๆ เกือบทุกสถานการณ์ แต่จะให้ประสิทธิภาพ

ใกล้เคียงกับวิธีการประมาณค่าแบบเบส์ เมื่อขนาด

ตัวอย่าง  

	 เมื่อพิจารณาการประมาณค่าพารามิเตอร์บ่ง

ขนาด  กรณีที่ก�ำหนด  เท่ากับ 0.5 สถานการณ์โดย

ส่วนใหญ่วิธี RWM จะมีประสิทธิภาพมากท่ีสุด ยกเว้น

กรณี  ที่  และ  ที่  วิธี IMHG 

จะมีประสิทธิภาพมากที่สุด กรณีที่ก�ำหนด  เท่ากับ 1 

สถานการณ์โดยส่วนใหญ่ วิธี RWM และวิธี IMHG มี

ประสิทธิภาพมากที่สุด ยกเว้นกรณี  ที่  วิธี 

IMH และ RWMG มีประสิทธิภาพมากที่สุด และกรณีที่

ก�ำหนด  เท่ากับ 2 สถานการณ์โดยส่วนใหญ่ วิธี RWM 

และ IMHG มปีระสิทธภิาพมากทีส่ดุ ยกเว้นกรณ ี  

ที่  วิธี IMH จะมีประสิทธิภาพมากที่สุด 

	 ในส่วนของประมาณค่าพารามิเตอร์บ่งขนาด 

กรณีที่ก�ำหนด  เท่ากับ 0.5 สถานการณ์โดยส่วนใหญ่ 

วิธี RWM และ IMHG มีประสิทธิภาพมากที่สุด ยกเว้น

กรณี  ที่  วิธี RWMG มีประสิทธิภาพมาก

ทีสุ่ด กรณทีีก่�ำหนด  เท่ากบั 1 วธิ ีIMHG มปีระสิทธภิาพ

มากที่สุด ยกเว้นกรณี  ที่  วิธี IMH มี

ประสิทธิภาพมากที่สุด และกรณีที่ก�ำหนด  เท่ากับ 2 

พบว่าวิธีที่มีประสิทธิภาพดีที่สุดค่อนข้างหลากหลาย  

ผู้วิจัยจึงสรุปผลการวิจัยในแต่ละวิธีดังนี้ วิธี IMH มี

ประสิทธิภาพมากที่สุดในกรณี  ที่  

และกรณี  ที่  วิธี RWM มีประสิทธิภาพมาก

ที่สุดในกรณีที่   ที่   วิธี  IMHG มี

ประสทิธภิาพมากทีส่ดุในกรณ ี  ที ่  

ที ่  ที ่  ที ่  และ  

 ที่  และวิธี RWMG มีประสิทธิภาพมาก

ที่สุดในกรณี  ที่   ที่  และ   

 ที ่  นอกจากนัน้จากการน�ำข้อมลูจริง

มาประมาณค่าพารามิเตอร์แบบเบส์ทั้ง 4 วิธี พบว่าผลที่

ได้สอดคล้องกับผลท่ีได้จากการจ�ำลองข้อมูล นั่นคือวิธี 

IMHG มีประสิทธิภาพมากที่สุด
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5. วิจารณ์และข้อเสนอแนะ
	 ในงานวิจัยนี้เป็นผลท่ีได้จากการศึกษาภายใต้

สถานการณ์ที่ก�ำหนดเพื่อเปรียบเทียบประสิทธิภาพ 

วธิกีารประมาณค่าแบบเบส์ของการแจกแจงกมัเบลแบบ

ที่ 2 โดยใช้วิธีการเลือกตัวอย่างในวิธีมอนติคาร์โลโซ ่

มาร์คอฟซึง่เป็นการประมาณโดยใช้ข้ันตอนวธิเีมโทรโพลสิ-

แฮสตงิส์เพยีงวธิเีดยีว และประมาณโดยใช้ขัน้ตอนวิธเีมโทร

โพลิส-แฮสติงส์ประยุกต์ใช้ร่วมกับการเลือกตัวอย่าง 

แบบกิบส์ โดยสรุปจากจ�ำลองภายใต้สถานการณ์ต่างๆ 

โดยส่วนใหญ่ วธิ ีRWM และวธิ ีIMHG ให้ประสทิธภิาพดทีีส่ดุ 

ในส่วนของขัน้ตอนวธิเีมโทรโพลสิ-แฮสตงิส์ประยกุต์ร่วม

กับวิธีการเลือกตัวอย่างแบบกิบส์ จะสอดคล้องกับงาน

วิจัยของ Saraiva และ Suzuki [11] แต่จะมีบาง

สถานการณ์ทีบ่างวธิใีห้ประสทิธภิาพดกีว่าวธิ ีRWM และ

วิธี IMHG อาจเป็นเพราะการเลือกการแจกแจงน�ำเสนอ

คือการแจกแจงแกมมาในขั้นตอนวิธี เมโทรโพลิส- 

แฮสติงส์แบบอิสระจึงอาจจะส่งผลให้โซ่มาร์คอฟลู่เข้าสู่

การแจกแจงเดียวกันช้าหรือเร็ว ซ่ึงท�ำให้ส ่งผลต่อ

ประสิทธิภาพของตัวประมาณ ในงานวิจัยต่อไปจะ

พิจารณาใช้การแจกแจงน�ำเสนอนอกเหนือจากงานวิจัย

นี ้เช่น การแจกแจงปรกตหิลายตวัแปร โดยใช้แนวคดิจาก

ตัวประมาณภาวะน่าจะเป็นสูงสุดมีคุณสมบัติเป็นการ

แจกแจงเชิงเส้นก�ำกับปรกติ นอกจากน้ันการประมาณ

ความแปรปรวนของการแจกแจงปรกติหลายตัวแปรใน

ขั้นตอนวิธีเมโทรโพลิสแบบเดินสุ่มอาจจะส่งผลให้โซ่

มาร์คอฟลู่เข้าสู ่การแจกแจงเดียวกันช้าหรือเร็วเช่น

เดียวกัน ในงานวิจัยต่อไปจะศึกษาถึงการก�ำหนดความ

แปรปรวนในขั้นตอนวิธีเมโทรโพลิสแบบเดินสุ่ม เพื่อให้

เห็นถึงอัตราส่วนของการยอมรับตัวประมาณในโซ่ 

มาร์คอฟซึง่อาจจะส่งผลต่อประสทิธภิาพของตวัประมาณ
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Table 1	 Average of estimates and MSE for =0.5, different values of  and different sample sizes 

 

Table 1 Average of estimates and MSE for 0 5. = , different values of   and different sample sizes  

  n  

Methods 
MLE IMH RWM IMHG RWMG 

                              
0.5 20 0.5401 0.5042 0.5323 0.5110 0.5317 0.5121 0.5324 0.5111 0.5328 0.5107 

0.0129 0.0240 0.0104 0.0190 0.0103 0.0190 0.0104 0.0190 0.0109 0.0193 
50 0.5117 0.5037 0.5094 0.5072 0.5096 0.5067 0.5095 0.5069 0.5097 0.5068 

0.0038 0.0098 0.0035 0.0090 0.0035 0.0088 0.0035 0.0089 0.0040 0.0095 
100 0.5059 0.5040 0.5050 0.5058 0.5050 0.5056 0.5051 0.5056 0.5059 0.5047 

0.0016 0.0044 0.0016 0.0043 0.0016 0.0042 0.0016 0.0042 0.0020 0.0046 
1 20 1.0625 0.5057 1.0487 0.5119 1.0473 0.5130 1.0481 0.5123 1.0477 0.5125 

0.0446 0.0224 0.0369 0.0178 0.0362 0.0177 0.0368 0.0178 0.0366 0.0177 
50 1.0318 0.4972 1.0271 0.5007 1.0272 0.5007 1.0274 0.5006 1.0276 0.5005 

0.0147 0.0092 0.0137 0.0084 0.0136 0.0084 0.0137 0.0084 0.0143 0.0085 
100 1.0153 0.4982 1.0131 0.5002 1.0133 0.5001 1.0132 0.5001 1.0136 0.4999 

0.0064 0.0043 0.0064 0.0042 0.0062 0.0041 0.0063 0.0041 0.0067 0.0042 
2 20 2.0564 0.5009 2.0468 0.5044 2.0479 0.5040 2.0480 0.5042 2.0482 0.5040 

0.0623 0.0104 0.0578 0.0095 0.0575 0.0094 0.0578 0.0094 0.0583 0.0095 
50 2.1328 0.5041 2.1023 0.5112 2.1011 0.5117 2.1041 0.5107 2.1038 0.5109 

0.1816 0.0245 0.1486 0.0194 0.1467 0.0192 0.1488 0.0193 0.1493 0.0193 
100 2.0247 0.5017 2.0204 0.5040 2.0209 0.5035 2.0213 0.5033 2.0213 0.5034 

0.0270 0.0043 0.0263 0.0042 0.0262 0.0042 0.0261 0.0041 0.0266 0.0042 
3 20 3.1878 0.5111 3.1460 0.5173 3.1419 0.5181 3.1450 0.5172 3.1476 0.5168 

0.4367 0.0234 0.3591 0.0187 0.3566 0.0186 0.3602 0.0186 0.3594 0.0185 
50 3.0817 0.5015 3.0687 0.5049 3.0681 0.5050 3.0679 0.5048 3.0695 0.5046 

0.1290 0.0096 0.1208 0.0088 0.1192 0.0087 0.1183 0.0087 0.1199 0.0087 
100 3.0435 0.4999 3.0374 0.5019 3.0372 0.5019 3.0376 0.5017 3.0385 0.5016 

0.0587 0.0041 0.0572 0.0040 0.0564 0.0039 0.0569 0.0039 0.0569 0.0039 
4 20 4.3063 0.5038 4.2454 0.5107 4.2414 0.5116 4.2453 0.5108 4.2447 0.5108 

0.7800 0.0238 0.6402 0.0189 0.6332 0.0188 0.6359 0.0188 0.6384 0.0188 
50 4.1399 0.5016 4.1247 0.5046 4.1214 0.5049 4.1227 0.5048 4.1208 0.5051 

0.2494 0.0098 0.2303 0.0090 0.2294 0.0089 0.2303 0.0089 0.2312 0.0089 
100 4.0219 0.5061 4.0164 0.5076 4.0151 0.5076 4.0150 0.5077 4.0143 0.5078 

0.0964 0.0042 0.0962 0.0041 0.0932 0.0040 0.0938 0.0040 0.0934 0.0041 
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Table 2 Average of estimates and MSE for 1 = , different values of   and different sample sizes  

  n  

Methods 
MLE IMH RWM IMHG RWMG 

                              
0.5 20 0.5152 1.0149 0.5133 1.0136 0.5132 1.0126 0.5134 1.0129 0.5132 1.0128 

0.0039 0.0233 0.0037 0.0217 0.0037 0.0217 0.0037 0.0217 0.0039 0.0219 
50 0.5361 1.0433 0.5299 1.0348 0.5298 1.0354 0.5298 1.0355 0.5294 1.0357 

0.0120 0.0756 0.0124 0.0627 0.0104 0.0627 0.0104 0.0626 0.0107 0.0631 
100 0.5052 1.0078 0.5044 1.0070 0.5044 1.0068 0.5043 1.0069 0.5036 1.0076 

0.0016 0.0114 0.0016 0.0112 0.0016 0.0110 0.0016 0.0110 0.0021 0.0114 
1.0 20 1.0715 1.0334 1.0587 1.0267 1.0582 1.0267 1.0585 1.0262 1.0587 1.0262 

0.0488 0.0818 0.0423 0.0680 0.0421 0.0677 0.0421 0.0676 0.0431 0.0677 
50 1.0288 1.0131 1.0246 1.0112 1.0250 1.0110 1.0248 1.0112 1.0264 1.0107 

0.0148 0.0249 0.0141 0.0234 0.0141 0.0233 0.0140 0.0232 0.0147 0.0233 
100 1.0144 1.0059 1.0129 1.0049 1.0127 1.0048 1.0129 1.0049 1.0126 1.0050 

0.0065 0.0117 0.0064 0.0116 0.0063 0.0113 0.0063 0.0113 0.0066 0.0114 
2.0 20 2.1685 1.0411 2.1417 1.0332 2.1423 1.0343 2.1424 1.0334 2.1408 1.0338 

0.1989 0.0781 0.1723 0.0649 0.1734 0.0650 0.1727 0.0645 0.1723 0.0646 
50 2.0562 1.0113 2.0477 1.0094 2.0487 1.0092 2.0485 1.0094 2.0480 1.0096 

0.0537 0.0232 0.0512 0.0215 0.0510 0.0216 0.0510 0.0217 0.0511 0.0216 
100 2.0241 1.0126 2.0209 1.0117 2.0204 1.0119 2.0203 1.0118 2.0219 1.0114 

0.0245 0.0119 0.0245 0.0116 0.0238 0.0116 0.0239 0.0115 0.0244 0.0116 
3.0 20 3.2351 1.0275 3.1973 1.0214 3.1977 1.0210 3.1974 1.0211 3.1963 1.0211 

0.4120 0.0685 0.3580 0.0570 0.3585 0.0571 0.3575 0.0569 0.3587 0.0568 
50 3.0735 1.0117 3.0637 1.0095 3.0621 1.0097 3.0623 1.0098 3.0607 1.0099 

0.1273 0.0247 0.1226 0.0232 0.1211 0.0231 0.1212 0.0231 0.1219 0.0231 
100 3.0164 1.0132 3.0116 1.0123 3.0111 1.0122 3.0111 1.0123 3.0107 1.0124 

0.0542 0.0113 0.0539 0.0111 0.0530 0.0109 0.0533 0.0109 0.0533 0.0109 
4.0 20 4.3286 1.0354 4.2741 1.0284 4.2748 1.0289 4.2743 1.0286 4.2756 1.0285 

0.8622 0.0707 0.7512 0.0591 0.7507 0.0590 0.7513 0.0589 0.7515 0.0589 
50 4.0924 1.0168 4.0763 1.0153 4.0775 1.0147 4.0765 1.0148 4.0772 1.0147 

0.2096 0.0237 0.2011 0.0223 0.1993 0.0222 0.1996 0.0221 0.1996 0.0221 
100 4.0583 1.0048 4.0500 1.0042 4.0513 1.0039 4.0513 1.0040 4.0516 1.0040 

0.0981 0.0116 0.0963 0.0113 0.0960 0.0112 0.0956 0.0112 0.0960 0.0112 
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Table 3 Average of estimates and MSE for 2 = , different values of   and different sample sizes  

  n  

Methods 
MLE IMH RWM IMHG RWMG 

                              
0.5 20 0.5376 2.1880 0.5306 2.1405 0.5306 2.1412 0.5305 2.1400 0.5311 2.1423 

0.0124 0.4588 0.0106 0.3357 0.0105 0.3416 0.0105 0.3384 0.0114 0.3449 
50 0.5153 2.0643 0.5135 2.0533 0.5134 2.0531 0.5132 2.0529 0.5131 2.0530 

0.0035 0.1008 0.0033 0.0941 0.0033 0.0933 0.0033 0.0934 0.0037 0.0941 
100 0.5074 2.0322 0.5063 2.0270 0.5065 2.0271 0.5065 2.0273 0.5055 2.0259 

0.0017 0.0467 0.0016 0.0450 0.0016 0.0452 0.0016 0.0450 0.0020 0.0452 
1.0 20 1.0649 2.1882 1.0518 2.1426 1.0517 2.1436 1.0520 2.1439 1.0521 2.1439 

0.0413 0.4017 0.0354 0.3030 0.0352 0.3053 0.0353 0.3050 0.0360 0.3055 
50 1.0306 2.0758 1.0267 2.0635 1.0266 2.0646 1.0265 2.0641 1.0267 2.0642 

0.0161 0.1138 0.0154 0.1056 0.0153 0.1059 0.0153 0.1051 0.0157 0.1057 
100 1.0141 2.0310 1.0123 2.0261 1.0124 2.0260 1.0123 2.0260 1.0108 2.0250 

0.0066 0.0449 0.0065 0.0437 0.0065 0.0434 0.0065 0.0433 0.0069 0.0430 
2.0 20 2.1568 2.1909 2.1275 2.1430 2.1284 2.1440 2.1279 2.1419 2.1280 2.1421 

0.1939 0.4758 0.1650 0.3422 0.1651 0.3465 0.1644 0.3404 0.1646 0.3405 
50 2.0579 2.0783 2.0493 2.0664 2.0500 2.0671 2.0499 2.0665 2.0480 2.0660 

0.0587 0.1175 0.0559 0.1082 0.0557 0.1083 0.0557 0.1084 0.0559 0.1080 
100 2.0301 2.0318 2.0263 2.0276 2.0265 2.0269 2.0266 2.0269 2.0261 2.0269 

0.0255 0.0475 0.0251 0.0468 0.0250 0.0461 0.0249 0.0459 0.0253 0.0460 
3.0 20 3.2306    2.1864 3.1878 2.1419 3.1895 2.1443 3.1888 2.1426 3.1891 2.1426 

0.4386 0.3733 0.3761 0.2877 0.3771 0.2898 0.3791 0.2873 0.3767 0.2873 
50 3.0785 2.0544 3.0662 2.0446 3.0667 2.0434 3.0673 2.0436 3.0656 2.0433 

0.1324 0.1068 0.1271 0.1009 0.1260 0.0989 0.1260 0.0991 0.1265   0.0996 
100 3.0435 2.0336 3.0387 2.0291 3.0378 2.0287 3.0382 2.0287 3.0387 2.0287 

0.0587 0.0433 0.0581 0.0425 0.0572 0.0420 0.0573 0.0419 0.0577 0.0418 
4.0 20 4.2705 2.1973 4.2151 2.1468 4.2152 2.1499 4.2141 2.1476 4.2146 2.1475 

0.7570 0.4911 0.6401 0.3455 0.6453 0.3498 0.6432 0.3458 0.6406 0.3443 
50 4.0966 2.0613 4.0806 2.0502 4.0803 2.0510 4.0805 2.0501 4.0816 2.0504 

0.2224 0.1035 0.2126 0.0974 0.2114 0.0965 0.2120 0.0961 0.2120 0.0964 
100 4.0580 2.0336 4.0516 2.0291 4.0504 2.0288 4.0509 2.0287 4.0515 2.0287 

0.1043 0.0433 0.1033 0.0425 0.1017 0.0420 0.1020 0.0419 0.1019 0.0418 
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