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Abstract

This research aims to compare the parameter estimation methods, including the ordinary
least squares method, weight least squares method, Bayes’ method, and Markov Chain Monte
Carlo method. In this case, the multiple regression model consists of an independent variable and
two independent variables, considered with and without multicollinearity. The criterion of the best
efficiency is investigated by a minimum of the average mean square errors. In this research, data are
generated from the R program when the independent variables with multicollinearity are simulated
from the multivariate normal distribution at the level correlation 0.3, 0.6, and 0.9. At the same time,
the independent variables without multicollinearity are simulated from the normal distribution. The
dependent variable is approximated by the coefficient of the multiple regression model multiplied
by the independent variable and plus the error that is randomized from the normal distribution
following the multiple regression model. The sample sizes are 5, 30, and 50. The results found that
Bayes’ method presents the minimum of average mean square errors at the sample sizes 5.
However, when the sample size value is increased, the best efficiency method is the weight least

squares method when the independent variables are presented with and without multicollinearity.

Keywords: Bayes’ method; Ordinary least squares method; Weight least squares method; Markov
Chain Monte Carlo method
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Table 1 Mean Square Error (MSE) and Average Mean Square Error (AMSE) in case of independent

variable with multicollinearity at the level correlation 0.3.

Sample Sizes n=>5 7n=30 n=50
Methods o’ =1 c’=6 | o’ =1 c’=6 c’=1| o°=6
ﬁo 0.33930 2.03580 0.05668 0.34004 0.02522 0.15137
MSE ﬂAI 0.24599 1.47596 0.01209 0.07256 0.00852 0.05117
OLS
ﬂz 0.11060 0.66362 0.01156 0.06740 0.00807 0.08366
AMSE 0.23196 1.39179 0.02678 0.16069 0.01374 0.08366
ﬁo 0.20056 1.20338 0.00411 0.02468 0.00128 0.00772
MSE ﬂAI 0.17265 1.03594 0.00108 0.00653 0.00041 0.00249
WLS
ﬂz 0.07222 0.43335 0.00107 0.00642 0.00056 0.00337
AMSE 0.14848 0.89089 0.00209 0.01254 0.00075 0.00453
BO 0.06737 0.40425 0.04176 0.25056 0.02154 0.12926
MSE ﬂAl 0.07221 0.43331 0.01113 0.06681 0.00797 0.04787
Bayes’ ~
ﬂz 0.05273 0.31639 0.00997 0.05987 0.00757 0.04545
AMSE 0.06410 0.38465 0.02095 0.12574 0.01236 0.07420
/éo 0.38154 2.28500 0.05497 0.32963 0.02541 0.15247
MSE Bl 0.24667 1.47745 0.01157 0.06943 0.00796 0.04780
MCMC —
ﬁz 0.11209 0.67376 0.01227 0.07336 0.00826 0.04762
AMSE 0.24676 1.47873 0.02627 0.15748 0.01388 0.08330

Note: Bold text meaning the lowest AMSE from 4 methods in each case

10
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Table 2 Mean Square Error (MSE) and Average Mean Square Error (AMSE) in case of independent

variable with multicollinearity at the level correlation 0.6.

Sample Sizes n=5 n=30 n=>50

Methods 0221 6226 02:1 0'2:6 0'221 0-226

ﬂ’\o 0.30142 1.80853 0.05354 0.32127 0.02364 0.14188

MSE ﬂl 0.33048 1.98289 0.01696 0.10180 0.01201 0.07210
OLS

ﬁAz 0.16903 1.01423 0.01633 0.09803 0.01147 0.06886

AMSE 0.26698 1.60188 0.02895 0.17370 0.01571 0.07428

ﬂ’\o 0.17312 1.03874 0.00386 0.02321 0.00117 0.00705

WLS MSE ﬂAl 0.22911 1.37969 0.00153 0.00919 0.00057 0.00344

ﬂAz 0.10935 0.65614 0.00150 0.00905 0.00074 0.00449

AMSE 0.17053 1.02319 0.00230 0.01381 0.00083 | 0.00500

ﬁAO 0.06895 0.41375 0.04003 0.24023 0.02041 0.12251

MSE ﬂAl 0.06963 0.41780 0.01482 0.08896 0.01087 0.06233

Bayes’
’ ﬂ’\z 0.05534 0.33205 0.01360 0.08161 0.01039 0.06237
AMSE 0.06464 0.38786 0.02282 0.13674 0.01389 0.08337
ﬂAO 0.33805 0.38786 0.05198 0.31085 0.02401 0.14426
MSE ﬂAl 0.33018 2.02900 0.01653 0.09914 0.01152 0.06943

MCMC

ﬁAZ 0.16885 1.01092 0.01730 0.10399 0.01152 0.07167

AMSE 0.27903 1.01092 0.02861 0.17133 0.01582 0.09512

Note: Bold text meaning the lowest AMSE from 4 methods in each case
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Table 3 Mean Square Error (MSE) and Average Mean Square Error (AMSE) in case of independent

variable with multicollinearity at the level correlation 0.9.

Sample Sizes n=>5 n=30 n=>50

Methods 0-2:1 0'2:6 0'2:1 02:6 (72:1 0-2:6

Bo 0.27632 1.65793 0.05140 0.30843 0.02260 0.13565

MSE /Bl 0.97279 5.86074 0.05610 0.33660 0.03787 0.23923
OLS

Bz 0.68049 4.08294 0.05494 0.32969 0.03888 0.23329

AMSE 0.64453 3.86720 0.05415 0.32491 0.03378 0.20272

WLS MSE Bo 0.15493 0.92963 0.00370 0.02223 0.00110 0.00661

I[;’l 0.66358 3.98150 0.00509 0.03054 0.00195 0.01175

Bz 0.44378 2.66273 0.00504 0.03028 0.00227 0.01367

AMSE 0.42077 2.52462 0.00461 0.02768 0.00178 0.01068

BO 0.07003 0.42019 0.03820 0.22925 0.01966 0.11798

MSE l[;’l 0.04387 0.26981 0.03282 0.19692 0.02676 0.16177

Bayes’
’ Bz 0.04387 0.26324 0.03145 0.20495 0.02427 0.14567
AMSE 0.05295 0.31775 0.03415 0.20495 0.02427 0.14567
,80 0.30954 1.85451 0.04998 0.29928 0.02316 0.13876
MSE I[;’l 0.95984 5.75900 0.05618 0.33751 0.03989 0.23908

MCMC

Bz 0.66799 4.00314 0.05772 0.34670 0.04049 0.24307

AMSE 0.64579 3.87222 0.05463 0.32783 0.03451 0.20697

Note: Bold text meaning the lowest AMSE from 4 methods in each case

9NATNT 13 Wuisvenud (Bayes’)  Famdsaesdnsimidn (WLS) lAweasaunas
Ianadeanuranaindouidaoniado (AMSE)  indoufhdsaouads (AMSE) deuiignynsedua
foufian Wlefednalvunfiedn (1) Wiy 5 uusuniu WefinsuAiadsanunainedouiids
Auudsusau (07) whifu 1 was 6 YNTEAUAIY aouaanasiiafutudiosyduresinulsdassuas

[

UNUSVRIAILUTDATE wWazklaVUInRIDENLNLTY ANAHLUTUTIUYDIANULUSUTIUN LY
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Table 4 Mean Square Error (MSE) and Average Mean Square Error (AMSE) in case of independent

variable without multicollinearity.

YUIARIBE Y n=>5 n=30 n=50

anunisal ol=1 cl=6 ol =1 cl=6 or=1 o’=6

BO 0.37933 2.27598 0.07432 0.44595 0.02983 0.17901

oLS MSE R
f, | 017267 | 103604 | 001123 | 006741 | 0.00771 | 004628

B, | 015664 | 093983 | 001051 | 006308 | 0.00746 | 0.04481

AMSE 023621 | 141729 | 003202 | 019215 | 001500 | 0.09003

ﬁAO 0.16630 0.99781 0.00599 0.03594 0.00159 0.00957

MSE ﬂAl 0.12490 0.74941 0.00102 0.00615 0.00053 0.00321

WLS
ﬂ’; 0.10416 0.62498 0.00095 0.00575 0.00039 0.00237
AMSE 0.13178 0.79073 0.00265 0.01595 0.00084 0.00505
ﬂAO 0.06945 0.41673 0.04964 0.29789 0.02482 0.14895
Baves’ MSE /?1 0.06828 0.40969 0.01012 0.06074 0.00726 0.04360
’ ﬁ’\z 0.05362 0.32175 0.00866 0.05201 0.00687 0.04124
AMSE 0.06378 0.38272 0.02281 0.13688 0.01298 0.07793
ﬂAO 0.40183 2.40485 0.07483 0.33589 0.02816 0.16905
MEMC MSE ﬂAl 0.18202 1.09131 0.01084 0.13729 0.00684 0.04114

ﬁ’\z 0.15323 0.91961 0.01083 0.05254 0.00764 0.04598

AMSE 0.24569 1.47192 0.03217 0.17524 0.01422 0.08539

Note: Bold text meaning the lowest AMSE from 4 methods in each case

9915197 4 TinamAdeuieniunised 1-3 Tng3Sveud (Bayes’) 1SN sUszanaiifian
vwnfegwiniy 5 wazdimasaestosgaainimin (WLS) Wuisnsussnanifaadlevuwndietig
WNTu AsziuanuLUTUTIURgiuARbsaLAaIaAde I LRdslA1ananla AR 1A Y

5. #3UNaN1539Y

Tunsuszanamsfwesvasiuuunisanaeenan veuudiduisnisussananmnniines
Fftanfivunaiegiadnuing widonuesedafiuiuisidaestiosanmshminduisdafan delvina
wudeatuinsdiifuusdasivielifanuduiusifadunyfiuianshaudiiusvesiud sasel
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ezteeviernnlifinatensussinammsiiveslunuddeiuidiiidmadenisuszanaumfevuasiogns
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