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บทคัดยอ 
งานวิจัยนี้มีจุดประสงคเพื่อเปรียบเทียบการประมาณคาพารามิเตอร ดวยวิธีกำลังสองนอยสุดสามัญ วิธีกำลัง

สองนอยสุดถวงน้ำหนัก วิธีของเบส และวิธีมอนติคารโลโซมาคอฟ ในกรณีนี้ทำการศึกษาตัวแบบการถดถอยพหุคูณที่
มตีวัแปรตามและตัวแปรอิสระสองตัวโดยพจิารณากรณทีีต่วัแปรอสิระมคีวามสัมพนัธเชงิเสนพหแุละไมมคีวามสัมพนัธ
เชิงเสนพห ุเกณฑทีใ่ชในการพจิารณาวธิทีีม่ปีระสิทธิภาพดทีีส่ดุ คอื คาต่ำทีส่ดุของคาเฉล่ียความคลาดเคล่ือนกำลงัสอง
เฉลี่ย  ในงานวิจัยน้ีใชขอมูลจากการจำลองดวยโปรแกรมอาร โดยตัวแปรอิสระที่มีความสัมพันธเชิงเสนพหุสุมมาจาก
การแจกแจงปรกติหลายตัวแปรที่ระดับความสัมพันธของตัวแปรอิสระ เทากับ 0.3, 0.6 และ 0.9 สวนตัวแปรอิสระที่
ไมมีความสัมพันธเชิงเสนพหุสุมมาจากการแจกแจงปรกติ สวนตัวแปรตามไดมาจากการกำหนดคาสัมประสิทธ์ิของตัว
แบบถดถอยเชิงเสนพหคุณูนำไปคณูกบัตวัแปรอสิระและรวมกับคาความคลาดเคลือ่นจากการแจกแจงปรกติทีสุ่มมาจาก
ตัวแบบการถดถอยพหุคูณ ที่ขนาดตัวอยางเทากับ 5, 30 และ 50  ผลการวิจัยพบวาวิธีของเบสใหคาเฉลี่ยความคลาด
เคลื่อนกำลังสองเฉลี่ยต่ำที่สุดที่ขนาดตัวอยางเทากับ 5 แตเมื่อขนาดตัวอยางเพิ่มขึ้น พบวาวิธีกำลังสองนอยสุดถวงน้ำ
หนักใหคาเฉลี่ยความคลาดเคลื่อนกำลังสองเฉลี่ยต่ำที่สุด เมื่อตัวแปรอิสระมีและไมมีความสัมพันธเชิงเสนพหุ
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Abstract
 This research aims to compare the parameter estimation methods, including the ordinary 
least squares method, weight least squares method, Bayes’ method, and Markov Chain Monte 
Carlo method. In this case, the multiple regression model consists of an independent variable and 
two independent variables, considered with and without multicollinearity. The criterion of the best 
efficiency is investigated by a minimum of the average mean square errors. In this research, data are 
generated from the R program when the independent variables with multicollinearity are simulated 
from the multivariate normal distribution at the level correlation 0.3, 0.6, and 0.9. At the same time, 
the independent variables without multicollinearity are simulated from the normal distribution. The 
dependent variable is approximated by the coefficient of the multiple regression model multiplied 
by the independent variable and plus the error that is randomized from the normal distribution 
following the multiple regression model. The sample sizes are 5, 30, and 50. The results found that 
Bayes’ method presents the minimum of average mean square errors at the sample sizes 5. 
However, when the sample size value is increased, the best efficiency method is the weight least 
squares method when the independent variables are presented with and without multicollinearity.

Keywords: Bayes’ method; Ordinary least squares method; Weight least squares method; Markov 
  Chain Monte Carlo method

1. บทนำ
 การวิเคราะหการถดถอย (Regression Anal-
ysis) เปนวิธีการทางสถิติอยางหนึ่งที่ใชในอธิบายความ
สัมพันธระหวาง 2 ตัวแปร ประกอบดวยตัวแปรอิสระ 
(Independent Variable) แทนดวย X และตัวแปรตาม 
(Dependent Variable) แทนดวย y นอกจากน้ียังใชใน
การทำนายตัวแปรตามเมื่อกำหนดคาตัวแปรอิสระ ใน
การศึกษาความสัมพันธระหวางตัวแปรอิสระหนึ่งตัวกับ
ตัวแปรตามหน่ึงตัว เรียกวา การวิเคราะหการถดถอย
อยางงาย (Simple Regression Analysis) แตถาตวัแปร
อิสระมีมากกวาหนึ่งตัวกับตัวแปรตามหน่ึงตัว เรียกวา 
การวเิคราะหการถดถอยพหคุณู (Multiple Regression 
Analysis) 

 การวิเคราะหการถดถอยพหุคูณ เปนการ
วิเคราะหขอมูลจากตัวแปรอิสระและตัวแปรตามที่มี
ความสัมพันธกันเพื่อทำการประมาณคาพารามิเตอร
สำหรับสรางสมการถดถอยพหุคูณเพื่อนำไปใชในการ
พยากรณตัวแปรตามเม่ือทราบคาของตัวแปรอิสระ โดย
จะมีขอตกลงเบ้ืองตนคือ ตัวแปรอิสระและตัวแปรตาม
ตองเปนตัวแปรเชิงปริมาณและมีความสัมพนัธในรูปแบบ
เชิงเสนตรง  และความคลาดเคลื่อน (Error : ) เปน
อสิระจากกัน (Independence) มภีาวะความแปรปรวน
เทากัน (Homoscedasticity) มีการแจกแจงปรกติ 
(Normality) ที่มีคาเฉลี่ยเทากับศูนย ทั้งนี้เพื่อใหการ
วิเคราะหและอนุมานขอมูลไดอยางถูกตอง (Valid) [1] 
นอกจากนีใ้นกรณทีีเ่ปนการวเิคราะหการถดถอยพหคุณู
ตวัแปรอิสระมมีากกวาหนึง่ตวัแปรไมควรมคีวามสัมพนัธ 
ถาตวัแปรอสิระเกดิความสมัพนัธเชงิเสนพหเุองซึง่เรยีกวา
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การเกิดปญหาพหุสัมพันธเชิงเสน (Multicollinearity) 
ซึ่งอาจจะสงทำใหการประมาณคาพารามิเตอรมีความ
ผันแปรสูงสงผลใหการพยากรณเกิดความผิดพลาดขึ้น
 สำหรับการประมาณคาพารามิเตอรของสมการ
ถดถอยมีดวยกันหลายวิธี ซึ่งวิธีที่นักวิจัยใชกันมากท่ีสุด
ก็คือ วิธีกำลังสองนอยสุดสามัญ (Ordinary Least 
Squares Method) หรอือาจเรยีกสัน้ๆ วธิกีำลงัสองนอย
สดุเปนวธิทีีท่ำใหผลบวกกำลังสองของความคลาดเคล่ือน 
(Error Sum Square) มีคาต่ำที่สุด และเปนวิธีที่ทำให
ไดคาตัวประมาณไมเอนเอียง (Unbiased Estimator) 
แตหากตัวแบบการถดถอยเกิดปญหาพหุสัมพันธเชิงเสน
การประมาณคาการถดถอยดวยวิธีนี้อาจไมเหมาะสม
เนื่องจากวิธีนี้มีแนวโนมความผันแปรสูง ตอมาจึงมีการ
ศึกษาตอโดยการกำหนดคาตัวถวงน้ำหนักในตัวแบบ
การถดถดย ซึ่งเรียกวา วิธีกำลังสองนอยสุดถวงน้ำหนัก 
(Weighted Least Squares Method) วธินีีใ้ชแนวความ
คิดในการประมาณเดียวกับวิธีกำลังสองนอยสุดคือ การ
ใหผลรวมกำลังสองของความคลาดเคล่ือนมีคาต่ำสุดแต
พิจารณาจากตัวแบบที่มีการถวงน้ำหนักแลว
 วิธีของเบส (Bayes’ Method) [2] เปนอีกวิธี
ที่หนึ่งในการประมาณคาพารามิเตอรจากตัวแบบการ
ถดถอยโดยอาศัยแนวความคิดจากทฤษฎีบทของเบส 
(Bayes’ Theorem) โดยพิจารณาจากความนาจะเปน
แบบมีเงื่อนไขซ่ึงประกอบดวยการแจกแจงความนาจะ
เปนกอน (Prior Probability Distribution) ฟงกชัน
ภาวะนาจะเปน (Likelihood Function) และการ
แจกแจงความนาจะเปนภายหลัง (Posterior Proba-
bility Distribution) และประมาณคาพารามิเตอรโดย
การประมวลผลจากการแจกแจงความนาจะเปนภายหลงั 
ซึ่งเปนผลคูณของการแจกแจงความนาจะเปนกอนและ
ฟงกชันภาวะนาจะเปน วิธีของเบสสามารถแกปญหาใน
กรณีทีข่อมลูทีม่อียูมคีวามบกพรองไมสมบูรณ เนือ่งจาก
การประมาณคาพารามิเตอรของเบสจะตองมกีารกำหนด
คาพารามิเตอรของการแจกแจงความนาจะเปนกอน 
ทำใหสามารถที่จะแกไขปญหาดังกลาวได

 วิธีมอนติคารโลโซมารคอฟ (Markov Chain 
Monte Carlo : MCMC) [3] เปนวิธีที่พัฒนามาจากวิธี
ของเบสโดยใชรูปแบบการแจกแจงความนาจะเปนภาย
หลัง และเมื่อไมทราบคาพารามิเตอรของการแจกแจง
ความนาจะเปนกอนของตัวแปรสุม โดยทำการสุมตวัแปร
จากพารามิเตอรที่สนใจ จากการแจกแจงความนาจะ
เปนกอน และทำการเลือกตัวอยางแบบกิบส (Gibbs 
Sampling) [4] จากนั้นทำการประมาณคาพารามิเตอร
ดวยมอนติคารโลโซมารคอฟ จากการแจกแจงความ
นาจะเปนภายหลัง 
 จากการศึกษางานวิจัยที่ เกี่ยวของกับการ
ประมาณคาพารามิเตอรในตวัแบบการถดถดถอยดังงาน
ของ ธฏิริตัน[5] ไดทำการเปรียบเทียบวิธกีารประมาณคา
พารามิเตอรในตัวแบบการวิเคราะหการถดถอยพหุคูณ 
กรณทีีม่คีวามคลาดเคลือ่นในตวัแปรอสิระโดยจะเปรยีบ
เทียบวิธีการประมาณคาพารามิเตอร 3 วิธี ไดแก วิธี
กำลังสองนอยสุด วิธีกำลังสองนอยสุดปรับปรุง วิธีกำลัง
สองนอยสุดถวงน้ำหนัก พบวาเม่ือขนาดตัวอยางเทากับ 
15  สวนเบ่ียงเบนมาตรฐานของความคลาดเคล่ือนสุมใน
ตัวแปรตามและสวนเบ่ียงเบนมาตรฐานของความคลาด
เคล่ือนในตัวแปรอิสระมีคานอย วิธีกำลังสองนอยสุดจะ
เปนวธิทีีด่ทีีส่ดุ ถาสวนเบีย่งเบนมาตรฐานของความคลาด
เคลือ่นสุมในตวัแปรตาม และสวนเบีย่งเบนมาตรฐานของ
ความคลาดเคล่ือนในตัวแปรอิสระมีคาปานกลางถึงมาก 
วิธีกำลังสองนอยสุดถวงน้ำหนักจะเปนวิธีที่ดีที่สุด กรณี
ที่ขนาดตัวอยางมากกวา 15 วิธีกำลังสองนอยสุดถวงน้ำ
หนัก จะเปนวิธีที่ดีที่สุด  ฑิฆัมพร [6] ไดทำการเปรียบ
เทียบวิธีการประมาณสำหรับการวิเคราะหการถดถอย
เชงิเสนพหุคณูทีม่คีาความคลาดเคล่ือนมีความแปรปรวน
ไมคงทีจ่ากการแจกแจงแบบล็อกนอรมอลและแกมมา วธิี
ประมาณคาที่ใชในการเปรียบเทียบ 3 วิธี ไดแก วิธีกำลัง
สองนอยสุด วธิกีารแปลงของ Box และ Cox และวธิกีำลงั
สองนอยสุดถวงน้ำหนัก เมื่อกำหนดคาสัมประสิทธิของ
ความสัมพันธเชิงเสนพหุระหวางตัวแปรอิสระ ผลสรุป
วา เมือ่ความคลาดเคลือ่นมกีารแจกแจงแบบแกมมา เมือ่
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พารามเิตอรทีใ่ชคาสมัประสทิธขิองความสมัพนัธเชิงเสน
พหรุะหวางตัวแปรอิสระอยูในระดับตำ่ เทากับ 0.1 วธิกีาร
ประมาณคา วิธีกำลังสองนอยสุดจะดีที่สุด แตเมื่อระดับ
สูงขึ้นเปน 0.3 กับ 0.5 วิธีการประมาณ วิธีกำลังสอง
นอยสุดถวงน้ำหนัก จะเปนวิธีที่ดีที่สุด ภูวษาและคณะ 
[7] ไดทำการศึกษาการเปรียบเทียบวิธีการประมาณคา
พารามิเตอรดวยวิธีของเบส วิธีกำลังสองนอยสุด และ
วธิบีตูสแทร็ปแบบใชพารามิเตอร สำหรับตวัแบบถดถอย
เชงิอยางงาย เปนการพิจารณาคาเฉลีย่ความคลาดเคล่ือน
กำลังสอง พบวาวิธีของเบสมีประสิทธิภาพดีที่สุดสวน
วธิกีำลงัสองนอยสดุจะมปีระสทิธภิาพดกีวาวธิบีตูสแทรป็ 
แบบใชพารามิเตอรเพียงเล็กนอย Diana และ Tanty 
[8] ไดทำการศึกษาการเปรียบเทียบแบบจำลองการ
ถดถอยเชงิเสนโดยใชวธิขีองเบสและวธิกีำลงัสองนอยสดุ
สำหรบัการประเมนิประสทิธภิาพทางพลงังานของอาคาร
ที่อยูอาศัย วิธีของเบสทำใหทราบการแจกแจงกอนของ
พารามิเตอรวามีการแจกแจงปรกติ จึงใชวิธีประมาณ
คาพารามิเตอรดวยวิธีมอนติคารโลโซมารคอฟ โดยการ

พิจารณาคา 3 คา เกณฑที่ใชในการตัดสินใจ พบวา วิธี
ของเบส มปีระสิทธภิาพดีกวาวธิกีำลังสองนอยสุดในการ
สรางสมการถดถอย  
 จากวิจยัดงักลาวผูวจิยัสนใจทำการเปรียบเทยีบ
วิธีการประมาณคาพารามิเตอรของตัวแบบการถดถอย
พหุคูณทั้ง 4 วิธี คือ วิธีกำลังสองนอยสุดซึ่งเปนวิธีที่นิยม
ใชโดยท่ัวไปเม่ือตัวแปรอิสระไมมีความสัมพันธเชิงเสน
พหุ วิธีกำลังสองนอยสุดถวงน้ำหนักที่นิยมใชกับขนาด
ตัวอยางไมมากและตัวแปรอิสระมีความสัมพันธเชิงเสน
พหุ วิธีของเบสใชไดดีสำหรับตัวแบบการถดถอยอยาง
งาย และวิธีมอนติคารโลโซมาคอฟซึ่งพัฒนามาจากวิธี
ของเบส ซึ่งวิธีดังกลาวจะทำใหไดผลการประมาณคา
พารามิเตอรที่แตกตางกัน ดังนั้นผูวิจัยจึงสนใจทำการ
หาวธิใีนประมาณคาพารามเิตอรทีด่ทีีส่ดุในการประมาณ
คาพารามิเตอรสำหรับตัวแบบการถดถอยพหุคูณ เมื่อ
ความคลาดเคล่ือนมีการแจกแจงปรกติ ตวัแปรอิสระไมมี
ความสัมพันธเชิงเสนพหุและมีความสัมพันธเชิงเสนพหุ

2. ตัวสถิติที่ใชในงานวิจัย
 ในงานวิจัยไดทำการศึกษาตัวแบบการถดถอยพหุคูณที่มีตัวแปรตาม ( )y  เปนตัวแปรเชิงปริมาณ 1 ตัว และ
ตัวแปรอิสระ (X) 2 ตัว เขียนอยูในรูปเมทริกซดังนี้
                                                                                                       (1)
 โดยที่  แทน เวกเตอรของตัวแปรตามขนาด  n x 1
    แทน เมทริกซของตัวแปรอิสระขนาด  n x 3
    แทน เวกเตอรของคาพารามิเตอรการถดถอยอยางงายขนาด 3 x 1
    แทน เวกเตอรของความคลาดเคลื่อน ขนาด  n x 1
   n แทน ขนาดของตัวอยาง
 โดยในการวิจัยครั้งนี้สนใจทำการเปรียบเทียบวิธีการประมาณคาพารามิเตอรในการวิเคราะหการถดถอยอยาง
งาย 4 วิธี ประกอบดวย 
2.1 วิธีกำลังสองนอยสุดสามัญ (Ordinary Least Squares Method) 
 เปนวิธีการประมาณคาพารามิเตอรของตัวแบบการถดถอยอยางงายและพหุคูณและเปนวิธีที่นิยมใหกันอยาง
แพรหลายเนื่องจากตัวประมาณท่ีไดเปนตัวแประมาณไมเอนเอียงที่มีความแปรปรวนนอยที่สุด 
 วธิกีำลงัสองนอยท่ีสดุสามัญเปนวธิปีระมาณคาพารามิเตอรโดยการทำใหผลบวกกำลังสองของความคลาดเคล่ือน
มีคาต่ำสุด (Mean Square  Error: MSE)  ผลบวกกำลังสองของความคลาดเคล่ือนเขียนไดดังนี้

y X  
y  
X  
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  ˆ ˆ( ) ( )y y y y  

เมื่อ ˆŷ X   

 จะไดวา ˆ ˆ ˆ ˆ ˆ( ) ( ) 2y X y X y y X y X X  
 
ทําการหาอนุพันธของ  เทียบกับ ˆ  และกําหนดใหเทากับ 0 นั่นคือ 

 ˆ ˆ( ) ( ) 0ˆ ˆ y X y X    

   ˆ2 2( ) 0X y X X   

       ˆ( )X X X y   

ดังนั้น คาประมาณพารามิเตอร คอื 
0

1
1

2

ˆ

ˆ ˆ ( ) ( )
ˆ

OLS

OLS

OLS

OLS X X X y    

2.2 วิธีกำลังสองนอยสุดถวงน้ำหนัก (Weighted Least Squares Method) [9]
 เปนวธิทีีพ่ฒันามาจากวิธกีำลังสองนอยสุดโดยการกำหนดคาถวงน้ำหนัก (

1
2W )  ใหกบัสมการถดถอยพหุคณู

ในสมการที่ (1) ดังนี้
1 1 1
2 2 2W y W X W      

หรือเขียนไดวา  W W Wy X       
(2) 
(3) 

 จาก (3) จะไดตัวแบบการถดถอยพหุคูณแบบถวงน้ำหนักและจึงทำการประมาณคาพารามิเตอรดวยวิธีกำลัง
สองนอยสุดถวงน้ำหนักโดยพิจารณาผลบวกของน้ำหนักคูณกับกำลังสองของความคลาดเคล่ือน มีคาต่ำสุด โดยแสดง
ในรูปแบบเดียวกับวิธีกำลังสองนอยสุดดังนี้

' 1 1 1 1ˆ ˆ ˆ ˆ ˆ( ) ( ) 2W W y X W y X yW y X W y X W X  

แลวจึงทําการหาอนุพันธของ '
W W  เทียบกับ ˆ  และกําหนดใหเทากับ 0 นั่นคือ 

 ' 1ˆ ˆ( ) ( ) 0ˆ ˆW W y X W y X                         

                 1 1 ˆ2 2( ) 0X W y X W X   

                  1 1ˆ( )X W X X W y     
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2.3 วิธีของเบส (Bayes’ Method) [2]
 เปนวธิใีนการประมาณคาจากทฤษฎบีทของเบสเปนพืน้ฐานโดยวธิขีองเบสนีใ้ชการประมาณคาพารามเิตอรจาก
ความนาจะเปนแบบมีเงื่อนไขในรูปของการแจกแจงความนาจะเปนภายหลังที่แปรผันกับผลคูณระหวางการแจกแจง
ความนาจะเปนกอนและฟงกชันภาวะความนาจะเปน สมการของเบสสามารถเขียนไดดังนี้

ซึ่งวิธีของเบส มีขั้นตอนดังนี้
 (1) เลือกการแจกแจงความนาจะเปนกอน (Prior Probability Distribution) สำหรับ 

2( , ) ในงานวิจัยนี้
เลือกใชการแจกแจงความนาจะเปนกอน เปนการแจกแจงความนาจะเปนคูสังยุคกอน (Conjugate Prior Probability 
Distribution) สำหรับ  และกำหนดใหทราบ  มีรูปแบบสมการดังนี้ 

ดังนั้น คาประมาณพารามิเตอร คือ 
0

1 1 1
1

2

ˆ

ˆ ˆ ( )
ˆ

WLS

WLS

WLS

WLS X W X X W y  

โดยที่ 1 ( )W Var y   โดยพิจารณาจาก (1) จะไดวา          
2 2( ) ( ) ( ) ( ) ( )Var y Var X Var X Var Var  

 ดังนั้น 

1

2

2

2
1

2

0 0 0

0 0 0

0 0 0
0 0 0

n

W   

2 2
2 2 2

( , ) ( , )
( , ) ( , ) ( , )

( )

P y P
P y P y P

P y
 

โดยที ่ ( )P y   เรียกวา การแจกแจงของขอมูล 
 2( , )P  เรียกวา การแจกแจงความนาจะเปนกอน สําหรับ 2( , )   

 2( , )P y  เรียกวา การแจกแจงความนาจะเปนภายหลัง สําหรับ 2( , )   

 2( , )P y  เรียกวา ฟงกชันภาวะความนาจะเปน เมื่อทราบขอมูล ˆ   และ 2  

 2 11( , ) exp ( ) ( )
2

P   

  คือ เวกเตอรคาเฉลี่ยกอน (Prior Mean) ของ  

  คือ เมทริกซความแปรปรวนรวมกอน (Prior Covariance) ของ  
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 (2) คำนวณฟงกชันภาวะความนาจะเปนเมื่อทราบขอมูล   และ  จากประชากรที่มีการแจกแจงปรกติ มี
รูปแบบการแจกแจงดังนี้  

2
2
1( , ) exp ( ) ( )
2

P y y X y X  

 (3) คำนวณการแจกแจงความนาจะเปนภายหลัง (Posterior Probability Distribution) สำหรับ 
จากสมการของเบสมีรูปแบบสมการดังนี้

 2 11( , ) exp
2

P y  

โดยที่    1~ ,N  และ  คือเวกเตอรคาเฉลีย่ภายหลัง (Posterior Mean) ของ   
1  คือ เมทริกซความแปรปรวนรวมภายหลัง (Posterior Covariance ) ของ   

ดังนั้น คาประมาณพารามิเตอร คอื 
0

1
1 1

1 2

2

ˆ

ˆ ˆ b

ˆ

Bayes

Bayes

Bayes

Bayes
X X  

โดยที่  1 1
2

XX   

2.4 วิธีมอรติคารโลโซมารคอฟ (Markov Chain Monte Carlo Method) [3]
 เปนวิธีที่พัฒนามาจากวิธีของเบสโดยพิจารณารูปแบบของการแจกแจงความนาจะเปนภายหลังซึ่งตองมีการ
กำหนดคาของการแจกแจงความนาจะเปนกอน แตวธิมีอนตคิารโลโซมารคอฟเปนวธิทีีน่ยิมใชเม่ือไมจำเปนตองกำหนด
คาการแจกแจงความนาจะเปนกอนของตัวแปร โดยจะทำการสุมตัวอยางตวัแปรจากวิธีโซมารคอฟ (Markov Chain) 
จากการแจกแจงกอนของคาพารามิเตอรที่สนใจ และวิธีการเลือกตัวอยางแบบกิบส [4]ไดถูกนำมาใชในวิธีมอนติคารโล
โซมารคอฟ สำหรับการประมาณคาพารามิเตอรจากการแจกแจงความนาจะเปนภายหลัง ขั้นตอนการสรางสุมตัวอยาง
จากวิธีโซมารคอฟ ประกอบไปดวย 
 (1) กำหนดคาเริ่มตน  จากการแจกแจงความนาจะเปนกอน
 (2) สรางคาจากขอ (1) มา T คาจนกระท่ังครบตามที่กำหนดไว
 (3) ตรวจสอบการแจกแจงในขอ (2) ถาไมเปนไปตามลักษณะที่ตองการใหสรางคามากขึ้น
 (4) เมื่อคาที่ไดเปนไปตามท่ีตองการเลือกคาที่สังเกตที่คา B เปนตนไป
 (5) พิจารณาคา  ในรูปของตัวอยางสำหรับวิเคราะหจากการแจกแจงความนา-
  จะเปนภายหลัง
 (6) สรางกราฟเพื่อดูลักษณะการแจกแจงของการแจกแจงความนาจะเปนภายหลัง
 (7) คำนวณคาเฉลี่ย คากลาง คาสวนเบี่ยงเบนมาตรฐาน จากการแจกแจงความนาจะเปนภายหลัง



Thai Science and Technology Journal Vol. 30 No. 4 July-August 2022

8

 เมื่อไดคาพารามิเตอรที่สรางจากวิธีของ โซมารคอฟ แลวจึงทำการเลือกตัวอยางแบบกิบส เพื่อประมาณคา
พารามเิตอรในสถติขิองเบส โดยใชวธิกีารประมาณคาดวยมอนตคิารโลเพือ่ประมาณคาจากการแจกแจงความนาจะเปน
ภายหลัง
 จาก  

 ซึ่งสามารถประมาณคา  ไดโดย  

 ในการประมาณคาพารามิเตอรของสมการถดถอย ใชตัวแบบเชิงลำดับชั้นของเบส (Bayes’ Hierarchical 
Model) ดังนี้

0 1 2 2i iy x x  
1, ~ ( , )i i iy N  

เมื่อ 0 1 1 2 2i X X  โดยที่  
 , ~ ( , )a b Gamma a b  

 0 1 1 1
1

1, ~ N( , )m t m
t

  1 2 2 2
2

1, ~ N( , )m t m
t

 และ  2 3 3 3
3

1, ~ N( , )m t m
t

 

จะได    (t)
0 0

1

1ˆ ˆ
MCMC

T

tT
 

 (t)
1 1

1

1ˆ ˆ
MCMC

T

tT
 

 (t)
2 2

1

1ˆ ˆ
MCMC

T

tT
 

โดยที่ T  คือ จํานวนการสรางคาประมาณพารามเิตอร 

3. วิธีการดำเนินการวิจัย
 ในการวิจัยครั้งนี้มีขั้นตอนดังนี้ คือ
 3.1 ใชโปรแกรมอาร ในการจำลองและวิเคราะหขอมูล
 3.2 สุมคาความคลาดเคลื่อน (Error: ) ของตัวแบบการถดถอยพหุคูณจากขอมูลที่มีการแจกแจงปรกติ ซึ่งมี
คาเฉลี่ย และคาความแปรปรวน ในงานวิจัยนี้กำหนดให คาเฉล่ียเทากับ 0 และความ
แปรปรวนเทากับ 1 และ 6 หรือเขียนไดวา  และ  
 3.3 ตัวอยางของตัวแปรอิสระ (X) จำนวนสองตัวที่มีความสัมพันธเชิงเสนพหุสุมแบบการแจกแจงปรกติหลาย
ตัวแปร (Multivariate Normal Distribution) คาระดับความสัมพันธ  เทากับ 0.3  0.6 และ 0.9 และไมมีความ
สัมพันธเชิงเสนพหุสุมมาจากประชากรที่มีการแจกแจงปรกติ คาเฉล่ียเทากับ 1 และความแปรปรวนเทากับ 3 
 3.4 กำหนดคาสัมประสิทธิ์การถดถอย เทากับ 3, 5 และ 7 ตามลำดับ
 3.5 นำขอมูลจากขอ 3.2, 3.3 และ 3.4 มาประมาณคาตัวแปรตาม   
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 3.6 นำตัวแปรตาม (y) และตัวแปรอิสระ (X) ที่ไดมาประมาณคาพารามิเตอรดวย 4 วิธี คือ วิธีกำลังสองนอย
ที่สุด วิธีกำลังสองนอยสุดถวงน้ำหนัก วิธีเบสเซียน และวิธีมอนติคารโล โซมาคอฟ ซึ่งจะไดคา  
 3.7 จากขอ 3.2-3.5 ทำการสุมซ้ำ 1,000 รอบและนำคา  ที่ไดจากแตละรอบมาหาคา
ความคลาดเคล่ือนกำลังสองเฉลี่ย (Mean Square Error: MSE)

0

1000 2

0
1

ˆ

1000

i
i

bMSE ,
1

1000 2

1 1
1

ˆ

1000

i
i

bMSE  และ 
2

1000 2

2 2
1

ˆ

1000

i
i

bMSE   

เมื่อ 1
ˆ ˆ
i i และ 2

ˆ
i  คือตัวประมาณคาพารามิเตอรจากการประมาณรอบที่ i  โดยที่ i = 1,2,…,1000 

 3.8 หาคาเฉลี่ยความคลาดเคลื่อนกำลังสองเฉลี่ย (Average Mean Square Error: AMSE)

0 1 2

3
b b bMSE MSE MSE

AMSE  

 3.9 กำหนดขนาดตัวอยางที่ใชในการศึกษา (n) มีคาเทากับ 5, 30 และ 50

4. ผลการวิจัย
 จากผลการวิจัยแสดงคาความคลาดเคล่ือนกำลังสองเฉล่ีย (MSE) และคาเฉล่ียความคลาดเคล่ือนกำลังสอง
เฉลี่ย (AMSE) จากการสุมคาความคลาดเคลื่อนท่ีการแจกแจงปรกติ ที่คาความแปรปรวน  เทากับ 1 และ 6 
ขนาดตัวอยาง (n) เทากับ 5, 30 และ 50 กรณีตัวแปรอิสระมีอิสระกันสุมแบบการแจกแจงปรกติปลอมปน  แสดงดัง
ตารางที่ 1-3  สวนกรณีที่ตัวแปรอิสระไมมีความสัมพันธเชิงเสนพหุสุมมาจากการแจกแจงแบบปรกติ  แสดงดังตาราง
ที่ 4  โดยมีสัญลักษณแทนความหมายตางๆ ดังนี้
 - OLS แทน   วิธีกำลังสองนอยสุดสามัญ
 - WLS แทน   วิธีกำลังสองนอยสุดถวงน้ำหนัก
 - Bayes’  แทน   วิธีของเบส 
 - MCMC  แทน   วิธีมอนติคารโลโซมารคอฟ
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Table 1 Mean Square Error (MSE) and Average Mean Square Error (AMSE) in case of independent 
  variable with multicollinearity at the level correlation 0.3.

Sample Sizes 5n  30n  50n  
Methods 2 1  2 6  2 1  2 6  2 1  2 6  

OLS 
MSE 

 ˆ  0.33930 2.03580 0.05668 0.34004 0.02522 0.15137 

1
ˆ  0.24599 1.47596 0.01209 0.07256 0.00852 0.05117 

2
ˆ  0.11060 0.66362 0.01156 0.06740 0.00807 0.08366 

AMSE 0.23196 1.39179 0.02678 0.16069 0.01374 0.08366 

WLS 
MSE 

 ˆ  0.20056 1.20338 0.00411 0.02468 0.00128 0.00772 

1
ˆ  0.17265 1.03594 0.00108 0.00653 0.00041 0.00249 

2
ˆ  0.07222 0.43335 0.00107 0.00642 0.00056 0.00337 

AMSE 0.14848 0.89089 0.00209 0.01254 0.00075 0.00453 

Bayes’ 
MSE 

 ˆ  0.06737 0.40425 0.04176 0.25056 0.02154 0.12926 

1
ˆ  0.07221 0.43331 0.01113 0.06681 0.00797 0.04787 

2
ˆ  0.05273 0.31639 0.00997 0.05987 0.00757 0.04545 

AMSE 0.06410 0.38465 0.02095 0.12574 0.01236 0.07420 

MCMC 
MSE 

 ˆ  0.38154 2.28500 0.05497 0.32963 0.02541 0.15247 

1
ˆ  0.24667 1.47745 0.01157 0.06943 0.00796 0.04780 

2
ˆ  0.11209 0.67376 0.01227 0.07336 0.00826 0.04762 

AMSE 0.24676 1.47873 0.02627 0.15748 0.01388 0.08330 

Note: Bold text meaning the lowest AMSE from 4 methods in each case
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Table 2 Mean Square Error (MSE) and Average Mean Square Error (AMSE) in case of independent 
  variable with multicollinearity at the level correlation 0.6.

Sample Sizes 5n  30n  50n  
Methods 2 1  2 6  2 1  2 6  2 1  2 6  

OLS 
MSE 

 ˆ  0.30142 1.80853 0.05354 0.32127 0.02364 0.14188 

1
ˆ  0.33048 1.98289 0.01696 0.10180 0.01201 0.07210 

2
ˆ  0.16903 1.01423 0.01633 0.09803 0.01147 0.06886 

AMSE 0.26698 1.60188 0.02895 0.17370 0.01571 0.07428 

WLS MSE 
 ˆ  0.17312 1.03874 0.00386 0.02321 0.00117 0.00705 

1
ˆ  0.22911 1.37969 0.00153 0.00919 0.00057 0.00344 

2
ˆ  0.10935 0.65614 0.00150 0.00905 0.00074 0.00449 

AMSE 0.17053 1.02319 0.00230 0.01381 0.00083 0.00500 

Bayes’ 
MSE 

 ˆ  0.06895 0.41375 0.04003 0.24023 0.02041 0.12251 

1
ˆ  0.06963 0.41780 0.01482 0.08896 0.01087 0.06233 

2
ˆ  0.05534 0.33205 0.01360 0.08161 0.01039 0.06237 

AMSE 0.06464 0.38786 0.02282 0.13674 0.01389 0.08337 

MCMC 
MSE 

 ˆ  0.33805 0.38786 0.05198 0.31085 0.02401 0.14426 

1
ˆ  0.33018 2.02900 0.01653 0.09914 0.01152 0.06943 

2
ˆ  0.16885 1.01092 0.01730 0.10399 0.01152 0.07167 

AMSE 0.27903 1.01092 0.02861 0.17133 0.01582 0.09512 

Note: Bold text meaning the lowest AMSE from 4 methods in each case
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Table 3 Mean Square Error (MSE) and Average Mean Square Error (AMSE) in case of independent 
  variable with multicollinearity at the level correlation 0.9.

 จากตารางที่ 1-3  พบวาวิธีของเบส (Bayes’) 
ใหคาเฉล่ียความคลาดเคล่ือนกำลังสองเฉล่ีย (AMSE) 
นอยที่สุด เมื่อตัวอยางมีขนาดตัวอยาง (n) เทากับ 5 
ความแปรปรวน  เทากับ 1 และ 6 ทุกระดับความ
สัมพันธของตัวแปรอิสระ และเมื่อขนาดตัวอยางเพิ่มขึ้น

Sample Sizes 5n  30n  50n  
Methods 2 1  2 6  2 1  2 6  2 1  2 6  

OLS 
MSE 

 ˆ  0.27632 1.65793 0.05140 0.30843 0.02260 0.13565 

1
ˆ  0.97279 5.86074 0.05610 0.33660 0.03787 0.23923 

2
ˆ  0.68049 4.08294 0.05494 0.32969 0.03888 0.23329 

AMSE 0.64453 3.86720 0.05415 0.32491 0.03378 0.20272 
WLS MSE  ˆ  0.15493 0.92963 0.00370 0.02223 0.00110 0.00661 

1
ˆ  0.66358 3.98150 0.00509 0.03054 0.00195 0.01175 

2
ˆ  0.44378 2.66273 0.00504 0.03028 0.00227 0.01367 

AMSE 0.42077 2.52462 0.00461 0.02768 0.00178 0.01068 

Bayes’ 
MSE 

 ˆ  0.07003 0.42019 0.03820 0.22925 0.01966 0.11798 

1
ˆ  0.04387 0.26981 0.03282 0.19692 0.02676 0.16177 

2
ˆ  0.04387 0.26324 0.03145 0.20495 0.02427 0.14567 

AMSE 0.05295 0.31775 0.03415 0.20495 0.02427 0.14567 

MCMC 
MSE 

 ˆ  0.30954 1.85451 0.04998 0.29928 0.02316 0.13876 

1
ˆ  0.95984 5.75900 0.05618 0.33751 0.03989 0.23908 

2
ˆ  0.66799 4.00314 0.05772 0.34670 0.04049 0.24307 

AMSE 0.64579 3.87222 0.05463 0.32783 0.03451 0.20697 

Note: Bold text meaning the lowest AMSE from 4 methods in each case

วิธีกำลังสองถวงน้ำหนัก (WLS) ใหคาเฉลี่ยความคลาด
เคล่ือนกำลังสองเฉล่ีย (AMSE) นอยที่สุดทุกระดับความ
แปรปรวน เมื่อพิจารณคาเฉลี่ยความคลาดเคลื่อนกำลัง
สองเฉลี่ยจะมีคาเพิ่มขึ้นเมื่อระดับของตัวแปรอิสระและ
คาความแปรปรวนของความแปรปรวนเพ่ิมขึ้น
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Table 4 Mean Square Error (MSE) and Average Mean Square Error (AMSE) in case of independent 
  variable without multicollinearity.

ขนาดตัวอยาง 5n  30n  50n  
สถานการณ 2 1  2 6  2 1  2 6  2 1  2 6  

OLS MSE 
 ˆ  0.37933 2.27598 0.07432 0.44595 0.02983 0.17901 

1
ˆ  0.17267 1.03604 0.01123 0.06741 0.00771 0.04628 

2
ˆ  0.15664 0.93983 0.01051 0.06308 0.00746 0.04481 

AMSE 0.23621 1.41729  0.03202 0.19215 0.01500 0.09003 

WLS 
MSE 

 ˆ  0.16630 0.99781 0.00599 0.03594 0.00159 0.00957 

1
ˆ  0.12490 0.74941 0.00102 0.00615 0.00053 0.00321 

2
ˆ  0.10416 0.62498 0.00095 0.00575 0.00039 0.00237 

AMSE 0.13178 0.79073  0.00265 0.01595 0.00084 0.00505 

Bayes’ 
MSE 

 ˆ  0.06945 0.41673 0.04964 0.29789 0.02482 0.14895 

1
ˆ  0.06828 0.40969 0.01012 0.06074 0.00726 0.04360 

2
ˆ  0.05362 0.32175 0.00866 0.05201 0.00687 0.04124 

AMSE 0.06378 0.38272 0.02281  0.13688 0.01298 0.07793 

MCMC 
MSE 

 ˆ  0.40183 2.40485 0.07483 0.33589 0.02816 0.16905 

1
ˆ  0.18202 1.09131 0.01084 0.13729 0.00684 0.04114 

2
ˆ  0.15323 0.91961 0.01083 0.05254 0.00764 0.04598 

AMSE 0.24569 1.47192 0.03217 0.17524 0.01422 0.08539 

Note: Bold text meaning the lowest AMSE from 4 methods in each case

 จากตารางที่ 4 ใหผลการวิจัยเชนเดียวกับตารางที่ 1-3 โดยวิธีของเบส (Bayes’) เปนวิธีการประมาณที่ดีที่สุด
ที่ขนาดตัวอยางเทากับ 5 และวิธีกำลังสองนอยสุดถวงน้ำหนัก (WLS) เปนวิธีการประมาณที่ดีที่สุดเม่ือขนาดตัวอยาง
เพิ่มขึ้น ที่ระดับความแปรปรวนเดียวกันคาเฉลี่ยความคลาดเคล่ือนกำลังสองเฉล่ียมีคาลดลงเม่ือขนาดตัวอยางเพ่ิมขึ้น

5. สรุปผลการวิจัย
 ในการประมาณคาพารามิเตอรของตัวแบบการถดถอยพหุคูณ วิธีของเบสเปนวิธีการประมาณคาพารามิเตอร
ดีที่สุดที่ขนาดตัวอยางเล็กมากๆ แตเม่ือขนาดตัวอยางเพิ่มขึ้นวิธีกําลังสองนอยสุดถวงน้ําหนักเปนวิธีที่ดีที่สุด ซึ่งใหผล
เชนเดียวกันทั้งกรณีที่ตัวแปรอิสระมีหรือไมมีความสัมพันธเชิงเสนพหุดังนั้นแสดงวาความสัมพันธของตัวแปรอิสระไม
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วาจะนอยหรือมากไมมผีลตอการประมาณคาพารามิเตอรในงานวิจยันีแ้ตสิง่ทีส่งผลตอการประมาณคาคือขนาดตัวอยาง
เพราะถาขนาดตัวอยางเล็กมากการประมาณคาดวยทฤษฎีบทของเบสซึง่ตองมีการใชสารสนเทศของพารามิเตอรสงผล
ใหการประมาณคามปีระสิทธภิาพดีทีส่ดุแตเม่ือขนาดตัวอยางเพ่ิมขึน้ทาํใหมกีารกระจายของขอมลูมากข้ึนวธิกีาํลังสอง
นอยสดุถวงนํา้หนกัมกีารประมาณคาท่ีดทีีส่ดุเนือ่งจากวธิกีารนีเ้ปนการนาํเอาวธิกีาํลงัสองนอยสดุมารวมกบัการเพิม่คา
ถวงนํา้หนกัจากคาความแปรปรวนของคาความคลาดเคลือ่นทาํใหการประมาณคาพารามเิตอรดวยการใชคาถวงนํา้หนกั
ที่มีความเกี่ยวของกับทุกคาของขอมูลชวยทําใหการประมาณคาพารามิเตอรมีคาเหมาะสมมากท่ีสุด
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