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บทคัดย่อ 
งานวิจัยนี้มีวัตถุประสงค์เพื่อเปรียบเทียบการพยากรณ์ปริมาณฝุ่นละอองขนาดไม่เกิน 2.5 ไมครอน ด้วยวิธี

โครงข่ายประสาทเทียม และวิธีผสมของโครงข่ายประสาทเทียมและหว่งโซ่มาร์คอฟ โดยใช้ข้อมูลรายชั่วโมง ณ สถานี

โรงไฟฟ้าพระนครใต้ ตำบลบางโปรง อำเภอเมือง จังหวัดสมุทรปราการ ตั้งแต่วันที่ 1 เดือนตุลาคม พ.ศ. 2563 ถึง

วันที่ 11 เดือนพฤศจิกายน พ.ศ. 2563 รวมทั้งสิ้น 984 รายการ เป็นข้อมูลทุติยภูมิซึ่งเก็บรวบรวมโดยกรมควบคุม

มลพิษ กระทรวงทรัพยากรธรรมชาติและสิ่งแวดล้อม งานวิจัยนี้ได้นำค่าพยากรณ์จากโครงข่ายประสาทเทียมแบบ

แพร่ย้อนกลับมาแบ่งสถานะด้วยวิธีห่วงโซ่มาร์คอฟ เพื่อปรับค่าพยากรณ์ปริมาณฝุ่นละอองขนาดไม่เกิน 2.5 ไมครอน 

ผลการศึกษาพบว่ารากของค่าคลาดเคลื่อนกำลังสองเฉลี่ยและเปอร์เซ็นต์ความคลาดเคลื่อนสัมบูรณ์เฉลี่ยด้วยวิธีผสม

ของโครงข่ายประสาทเทียมและห่วงโซ่มาร์คอฟเท่ากับ 1.1890 และ 3.2972 ตามลำดับ ขณะที ่รากของค่า

คลาดเคลื่อนกำลังสองเฉลี่ยและเปอร์เซ็นต์ความคลาดเคลื่อนสัมบู รณ์เฉลี่ยด้วยโครงข่ายประสาทแพร่ย้อนกลับ

เท่ากับ 2.4864 และ 7.2877 ตามลำดับ ซึ่งกล่าวได้ว่าการใช้วิธีผสมของโครงข่ายประสาทเทียมเพอร์เซฟตรอนแบบ

หลายชั้นโดยมีการเรียนรู้แบบแพร่ย้อนกลับและห่วงโซ่มาร์คอฟให้ผลการพยากรณ์แม่นยำกว่าวิธีโครงข่ายประสาท

เทียมเพอร์เซฟตรอนแบบหลายช้ันโดยมีการเรียนรู้แบบแพร่ย้อนกลับ 

คำสำคัญ : ปริมาณฝุ่นละอองขนาดไม่เกิน 2.5 ไมครอน; โครงข่ายประสาทเทียม; ตัวแบบห่วงโซ่มาร์คอฟ; การ

เรียนรู้แบบแพร่ย้อนกลับ; วิธีสมการเมทริกซ์ 

doi: 10.14456/tstj.2021.63
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Abstract 
The objective of the research was to study the prediction of particles less than 2.5 

micrometers in diameter (PM2.5) by using neural network and the hybrid of neural network and 
Markov chain model based on hourly data at the South Phra Nakhon Power Plant Station, Bang 
Prong sub-district, Muang district, Samut Prakan province from October 1, 2020, to November 11, 
2020.  A total of 984 observations were secondary data collected by the Pollution Control 
Department, Ministry of Natural Resources and Environment. In this research, prediction values from 
back- propagation neural network were classified by using Markov chain to adjust the prediction 
value of PM2.5 concentrations.  The results showed that the root mean square error (RMSE)  and 
mean absolute percent error (MAPE) of the hybrid of neural network and Markov chain model were 
1.1890 and 3.2972, respectively. Simultaneously, the RMSE and MAPE using back-propagation neural 
network were equal to 2.4864 and 7.2877 respectively.  It can be said that the hybrid of Markov 
chain and back-propagation in multilayer perceptron neural networks performs the higher 
forecasting accuracy than the back-propagation in multilayer perceptron neural networks. 
 

Keywords: PM2.5; neural network; Markov chain model; back-propagation neural network; matrix 
equation method 

 
1. บทนำ 

ปัจจุบันมลพิษในประเทศไทยเป็นปัญหาที่มี
ความสำคัญและทวีความรุนแรงมากข้ึน เนื่องมาจากวิถี
การดำรงชีวิตที่เปลี่ยนแปลงไปและการเพิ่มขึ ้นของ
จำนวนประชากรอย่างรวดเร็ว ทำให้ความต้องการ
ทร ัพยากรม ีมากขึ ้นด ้วย รวมถ ึงการเต ิบโตด้าน
อุตสาหกรรม การคมนาคม เกษตรกรรม ซึ่งส่งผลให้
ทรัพยากรธรรมชาติเสื ่อมโทรมและลดลงไปอย่าง
รวดเร็ว ขณะเดียวกันก็ยังส่งผลทำให้เกิดมลพิษต่อ
สิ ่งแวดล้อมเพิ่มมากยิ่งขึ ้น ได้แก่ มลพิษทางอากาศ 
มลพิษทางน้ำ มลพิษทางเสียง มลพิษทางทัศนียภาพ 
เป็นต้น โดยมลพิษทางอากาศเป็นปัญหาสำคัญใน
ปัจจุบันท่ีหลีกเลี่ยงได้ยากและมีภัยต่อสุขภาพ โดยสาร
มลพิษทางอากาศ เช่น ฝุ ่นละอองขนาดเล็ก สาร
อันตรายประเภทต่าง ๆ ที่ปนเปื้อนอยู่ในช้ันบรรยากาศ 

ค่าดัชนีคุณภาพอากาศ (air quality index, 
AQI) เป็นตัวเลขที่ใช้ประเมินสถานการณ์มลพิษทาง
อากาศในแต่ละพื้นท่ี การวัดดัชนีคุณภาพอากาศได้จาก
การคำนวณปริมาณสารมลพิษทางอากาศ 5 ชนิด 
ได้แก่ ฝุ่นละอองขนาดไม่เกิน 2.5 ไมครอน (PM2.5) 
ฝุ ่นละอองขนาดไม่เกิน 10 ไมครอน (PM10) ก๊าซ
โอโซน (O3) ก ๊าซคาร ์บอนมอนอกไซด์ (CO) ก ๊าซ
ไนโตรเจนไดออกไซด์ (NO2) และก๊าซซัลเฟอร ์ได
ออกไซด์ (SO2) โดยเกณฑ์ดัชนีคุณภาพอากาศของ
ประเทศไทยแบ่งเป็น 5 ระดับ คือ AQI 0-25 หมายถึง
คุณภาพอากาศดีมาก AQI 26-50 หมายถึงคุณภาพ
อากาศดี AQI 51-100 หมายถึงคุณภาพอากาศปาน
กลาง AQI 101-200 หมายถึงคุณภาพอากาศเร ิ ่มมี
ผลกระทบต ่อส ุขภาพ และ AQI ≥ 201 หมายถึง
คุณภาพอากาศมีผลกระทบต่อสุขภาพรุนแรง [1]  
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ปริมาณสารมลพิษทางอากาศที่มีอันตรายต่อ
สุขภาพมากที่สุดนั้น คือ ฝุ ่นละอองขนาดเล็กไม่เกิน 
2.5 ไมครอน (PM2.5) เนื่องจากฝุ่นละออง PM2.5 มี
ขนาดเล็กมาก ไม่มีสี ไม่มีกลิ่น สามารถเข้าไปสู่ระบบ
ทางเดินหายใจของมนุษย์โดยตรง สามารถทะลุเข้าสู่ถุง
ปอดทันที ดังนั้นฝุ่นละอองขนาดเล็กเหล่านี้จึงทำให้
เกิดการระคายเคืองและมีผลต่อสุขภาพ โดยเฉพาะโรค
ทางเดินหายใจ สามารถทำลายอวัยวะของระบบทาง 
เดินหายใจโดยตรง และยังทำให้เกิดการระคายเคืองตา 
ระคายคอ แน่นหน้าอก หายใจถี่ หลอดลมอักเสบ เกิด
อาการหอบหืด ถุงลมโป่งพองได้ โดยปี พ.ศ. 2561 ใน
ประเทศไทยมีหลายพื้นที่ที่มีปริมาณความเข้มข้นของ 
PM2.5 เฉลี ่ยรายปีเกินมาตรฐานในบรรยากาศ  ซึ่ง
กำหนดไว้ที ่ 25 ไมโครกรัมต่อลูกบาศก์ ทั ้งนี ้มีการ
กำหนดค่าวัดคุณภาพของฝุ่นละอองขนาดไม่เกิน 2.5 
(PM2.5) ไว้ท้ังหมด 5 ระดับด้วยกัน [2] 

การพยากรณ์ปริมาณความเข้มข้นของ PM2.5 
สามารถนำมาเป็นข้อมูลประกอบการเฝ้าระวังคุณภาพ
อากาศที่จะเกิดขึ้นในอนาคต โดยมีงานวิจัยที่นำเสนอ
วิธีการพยากรณ์ เช่น กอแลมเรซ่า [3] ได้ใช้วิธีโครงข่าย
ประสาทเทียมและวิธีห่วงโซ่มาร์คอฟ โดยพิจารณา
อุณหภูม ิ ไนโตรเจน ฝ ุ ่นละอองขนาดไม่เก ิน 10 
ไมครอน และคาร์บอนมอนอกไซด์ เพื่อพยากรณ์ความ
เข้มข้นฝุ่นละอองขนาดไม่เกิน 2.5 ไมครอน พบว่าวิธี
โครงข่ายประสาทเทียมให้ผลพยากรณ์ที่แม่นยำกว่าวิธี
ห่วงโซ่มาร์คอฟ กาญจนา [4] ได้ใช้วิธีโครงข่ายเพอร์
เซฟตรอนแบบหลายชั้นโดยอาศัยการเรียนรู้แบบแพร่
ย้อนกลับสำหรับพยากรณ์ปริมาณฝุ่นละอองขนาดไม่
เกิน 10 ไมครอน (PM10) ซึ่งเป็นสารมลพิษทางอากาศ
ที่เป็นปัญหาหลักในพื้นที่จังหวัดเชียงใหม่ โดยพบว่า
จำนวนโหนดซ่อนมีผลต่อความถูกต้องในการพยากรณ์ 
ในทางกลับกันทำให้ความเร็วในการวิเคราะห์ข้อมูลช้า
ลงไปมากเช ่นก ัน แต ่ เม ื ่อม ีการเปล ี ่ยนแปลงค่า

โมเมนตัมและอัตราการเรียนรู ้เพื่อทดสอบผลกระทบที่
เกิดขึ้นโดยกำหนดค่าน้ำหนักเริ่มต้นที่ต่างกัน พบว่า
ความเร ็วในการประมวลข้อม ูลจะแปรผันตามค่า
โมเมนตัมและอัตราการเรียนรู้ที่เพิ่มขึ้นด้วย อาทากาน 
[5] ได้นำเสนอการพยากรณ์มลพิษทางอากาศ ณ 
อิสตัสบูล ประเทศตุรกี ด้วยวิธีโครงข่ายประสาทเทยีม 
โดยการพยากรณ์แบบ 1, 2 และ 3 วันล่วงหน้า พบว่า
เปอร์เซ็นต์ความคลาดเคลื่อนสัมบูรณ์เฉลี่ยของการ
ทำนาย 3 วันล่วงหน้า มีค่าต่ำกว่าเปอร์เซ็นต์ความ
คลาดเคลื่อนสัมบูรณ์เฉลี่ยของการทำนายแบบ 2 วัน
ล่วงหน้า โดยความถูกต้องของตัวแบบการทำนายนั้น
ขึ้นอยู่กับจำนวนข้อมูลในระบบ การปรับเปลี่ยนจำนวน
โหนดในชั ้นนำเข้า ชั ้นส่งออก และการกำหนดการ
เรียนรู ้ของระบบ มูฮามัส [6] ได้กำหนดช่วงความ
รุนแรงของสารพิษทางอากาศ เพื่อหาความน่าจะเป็น
ความรุนแรงของสารพิษทางอากาศ นาเดียร์ [7] ได้
นำเสนอการพยากรณ์คุณภาพอากาศ ณ เมืองมีรี 
ประเทศมาเลเซีย ด้วยวิธีห่วงโซ่มาร์คอฟ โดยแบ่ง
สถานะการทำนายเป็น 5 สถานะ คือ คุณภาพอากาศดี 
คุณภาพอากาศปกติ คุณภาพอากาศเริ ่มมีปัญหาต่อ
ส ุขภาพ ค ุณภาพอากาศแย ่ และค ุณภาพอากาศ
อันตราย พบว่าความน่าจะเป็นของคุณภาพอากาศ
สามารถช่วยคาดการณ์อากาศในอนาคตได้ พบว่า
โอกาสเกิดคุณภาพอากาศอันตรายในอนาคตจะสูงขึ้น 
(0.9737) มากกว่า 4 สถานะที่เหลือ 

การศึกษาครั้งน้ีมีวัตถุประสงค์เพื่อเปรียบเทียบ
การพยากรณ์ปริมาณความเข้มข้นของ PM2.5 ราย
ชั่วโมง โดยวิธีโครงข่ายประสาทเทียม และวิธีผสมของ
โครงข ่ายประสาทเท ียมและห่วงโซ ่มาร ์คอฟ ซึ่ ง
พิจารณาจากรากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย 
(root mean square error, RMSE) และเปอร์เซ็นต์
ความคลาดเคลื ่อนสัมบูรณ์เฉลี ่ย (mean absolute 
percentage error, MAPE) ข้อมูลที ่ใช้ในงานวิจัยนี้

https://www.greenpeace.org/seasia/th/campaigns/Urban-Revolution/Air-Pollution/Right-To-Clean-Air/City-ranking/2018/


ปีที่ 29 ฉบบัที่ 5 กันยายน-ตุลาคม 2564                                                          วารสารวิทยาศาสตรแ์ละเทคโนโลยี (ววท.)  

 755 

เป็นข้อมูลที่วัดค่าได้ ณ สถานีโรงไฟฟ้าพระนครใต้ 
ตำบลบางโปรง อำเภอเมือง จังหวัดสมุทรปราการ 
ระหว่างวันที่ 1 เดือนตุลาคม พ.ศ. 2563 ถึงวันที่ 11 
เดือนพฤศจิกายน พ.ศ. 2563 ทั้งนี ้ผลที่ได้จากการ
ศึกษาวิจัยสามารถนำไปใช้ในการวางแผนการควบคุม
มลพิษเพื่อเป็นประโยชน์ต่อประชาชนในการดำรงชีวิต
ในอนาคต 
 

2. วิธีดำเนินการวิจัย 
การศ ึกษาเพื ่อเปร ียบเทียบการพยากรณ์

ปริมาณความเข้มข้นของ PM2.5 รายชั่วโมง โดยวิธี
โครงข่ายประสาทเทียม และวิธ ีผสมของโครงข่าย
ประสาทเทียมและห่วงโซ่มาร์คอฟ ประกอบด้วย
ขั ้นตอนการดำเนินงานดังร ูปที ่ 1 โดยอธิบายราย 
ละเอียดในหัวข้อ 2.1-2.4 

 
 

Figure 1 The framework of the research process for predicting hourly PM 2.5 concentrations 
 

2.1 การรวบรวมข้อมูล 
งานวิจัยนี้เริ่มต้นด้วยการนำข้อมูลปริมาณ

ฝุ่นละอองขนาดเล็กไม่เกิน 2.5 ไมครอน (PM2.5) ราย
ชั่วโมง ณ สถานีโรงไฟฟ้าพระนครใต้ ตำบลบางโปรง 
อำเภอเมือง จังหวัดสมุทรปราการ ตั้งแต่วันที่ 1 เดือน
ตุลาคม พ.ศ. 2563 ถึงวันท่ี 11 เดือนพฤศจิกายน พ.ศ.
2563 รวมทั้งสิ้น 984 รายการ โดยแบ่งข้อมูลเป็น 3 
ส่วน ได้แก่ (1) ชุดฝึกสอน (training set) สำหรับสร้าง

ตัวแบบโครงข่ายประสาทเทียม ส่วนที ่ 2 คือ ชุด
ตรวจสอบ (validation set)  ส ำหร ั บตรวจสอบ
ประสิทธิภาพของตัวแบบโครงข่ายประสาทเทียม และ
ส่วนที่ 3 คือ ชุดทดสอบ (test set) สำหรับทดสอบ
ความแม่นยำของตัวแบบโครงข่ายประสาทเทียม งาน 
วิจัยนี้แบ่งข้อมูลโดยกำหนดร้อยละของสัดส่วนของ
จํานวนข้อมูลใน training set : validation set : test 
set เท่ากับ 70 : 20 : 10 [8]  
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2.2  การสร ้างต ัวแบบพยากรณ ์โดยว ิธี
โครงข่ายประสาทเทียม  

โครงข่ายประสาทเทียม (artificial neural 
network) เป็นแบบจำลองทางคณิตศาสตร์ที่พยายาม
เลียนแบบกระบวนการทำงานของเซลล์ประสาทของ
มนุษย์ ซึ่งประกอบด้วยนิวรอล (neuron) หรือโหนด 
(node) ต่าง ๆ โดยแต่ละโหนดเช่ือมต่อกัน (intercon-
necttion) มีลักษณะคล้ายร่างแห และแต่ละเส้นการ
เชื ่อมโยงจะมีค่าถ่วงน้ำหนัก (weight) ซึ ่งสามารถ
ปรับเปลี ่ยนค่าสำหร ับการเร ียนร ู ้ท ี ่ เก ิดข ึ ้น โดย
โครงสร้างของโครงข่ายประสาทเทียมเพอร์เซฟตรอน
แบบหลายช ั ้ น  (multi- layer perceptron neural 
network, MLP neural network) มีชั ้นโหนดนำเข้า 
(input layer) ชั้นโหนดส่งออก (output layer) และ

อย่างน้อยหนึ่งชั้นโหนดซ่อน (hidden layer) ดังรูปที่ 
2 โครงข่ายประสาทเทียมเพอร์เซฟตรอนแบบหลายช้ัน
โดยมีการเรียนรู้แบบแพร่ย้อนกลับ (back-propaga-
tion in MLP neural network) ซ ึ ่ งม ีการนำข ้อมูล
อินพุตเข้าสู ่โครงข่ายและเปรียบเทียบความคลาด 
เคลื่อนระหว่างค่าจริงและเอาต์พุตที่ได้จากการเรียนรู้  
โดยเปลี่ยนแปลงค่าถ่วงน้ำหนักเพื่อให้ได้ผลลัพธ์ที่
ใกล้เคียงกับค่าจริงมากที่สุด ซึ่งวิธีการเรียนรู้แบบแพร่
ย้อนกลับมีพารามิเตอร์ที่ต้องพิจารณา คือ อัตราการ
เรียนรู ้และค่าโมเมนตัม นอกจากนี ้ฟังก์ชันกระตุ้น 
(activation function) ก็มีผลต่อประสิทธิภาพในการ
สร้างตัวแบบด้วยเช่นกัน [9] การวิเคราะห์ข้อมูลและ
สร้างตัวแบบโดยวิธีโครงข่ายประสาทเทียมแบบแพร่
ย้อนกลับมีขั้นตอนการวิเคราะห์ดังต่อไปนี้ 

 

 
 

Figure 2 Multi-Layer Perceptron Neural Network 
 

ขั้นตอนที่ 1 พิจารณาชั้นโหนดนำเข้า โดย
การกำหนดตัวแปรนำเข้าสำหรับตัวแบบโครงข่าย
ประสาทเทียมที่ใช้กับข้อมูลอนุกรมเวลาต้องคำนึงเวลา

ย้อนหลัง (time lags) ในการเลือกช่วงเวลาย้อนหลังที่
เหมาะสมจะพิจารณาโดยใช้ค ่า autocorrelation 
(ACF) [10] 
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ขั้นตอนท่ี 2 จัดเตรียมข้อมูลนำเข้า ในกรณี
นี้ผู้วิจัยใช้ข้อมูลย้อนหลัง 5 ช่ัวโมง สำหรับพยากรณ์ ณ 
ชั่วโมงที่ t ได้แก่ ข้อมูล ณ ชั่วโมงวันที่ t-1, t-2, t-3,  
t-4 และ t-5 

ขั้นตอนที่ 3 นำข้อมูลมาแบ่งเป็น 3 ส่วน 
ได้แก่ (1) ชุดฝึกสอน จำนวน 685 รายการ (โดยคิด
เป็นร้อยละ 70 ของข้อมูลทั้งหมด) (2) ชุดตรวจสอบ 
จำนวน 195 รายการ (โดยคิดเป็นร้อยละ 20 ของ
ข้อมูลทั้งหมด) และ (3) ชุดทดสอบ จำนวน 99 รายการ 
(โดยคิดเป็นร้อยละ 10 ของข้อมูลทั้งหมด) 

ขั ้นตอนที่ 4 พิจารณาจำนวนโหนดซ่อน 
เนื ่องจากยังไม่มีกฎเกณฑ์ที ่แน่นอนในการกำหนด
จำนวนโหนดซ่อน งานวิจัยที่ผ่านมานักวิจัยมักกำหนด
จำนวนโหนดซ่อนโดยทดลองปรับเปลี่ยนจำนวนโหนด
ไปเรื่อย ๆ จนกระทั่งได้จำนวนโหนดที่เหมาะสม [11] 
ซึ่งได้กำหนดจำนวนโหนดซ่อนที่เหมาะสม ดังสมการที่ 
(1) 

train tolerance
hidden

pts output

N E
N

N N


+
 

(1)
 

โดยที่ hiddenN  คือ จำนวนโหนดซ่อน; trainN  คือ  

ชุดข้อมูลนำเข้า ; toleranceE
 คือ อัตราความคลาด

เคลื่อน; ptsN  คือ จำนวนโหนดชั้นนำเข้า; outputN  

คือ จำนวนโหนดช้ันส่งออก 
ขั้นตอนที่ 5 กำหนดค่าพารามิเตอร์ของ

อัตราการเรียนรู ้ (learning rate, η ) ค่าโมเมนตัม 
(momentum, α ) จำนวนรอบการเรียนรู้ 

ขั้นตอนที่ 6 รับค่าข้อมูลนำเข้าในชุดแรก
เพื่อใช้ในการคำนวณหาค่าในชั้นส่งออก โดยใช้ข้อมูล
ชุดฝึกสอน 

ขั้นตอนที่ 7 คำนวณค่าผลรวมของโหนด
ชั ้นซ่อน ( mS ) ก่อนปรับค่ารวมด้วยฟังก์ชันกระตุ้น 
(activation function) ได้แก่ ฟังก์ชันซิกมอยด์ ซึ่งจะ

ได้ค่าของโหนดในชั ้นซ่อนที ่อยู ่ในช่วง [0,1] โดยมี
รายละเอียดดังสมการที่ (2)-(4) 

ค่าเอาต์พุตของชั ้นซ่อนก่อนปรับค่า ดัง
สมการที่ (2) 

      
1

N

m n nm
n

S X W
=
=  (2) 

เ ม ื ่ อ  mS  ค ื อ  เ อาต ์พ ุ ตช ั ้ นซ ่ อน  ก ่ อนปร ั บค่ า 
(activation) เป็น my ; nX  คือ อินพุตโหนดที่ n จาก
ทั ้งหมด N โหนด; nmW  คือ น้ำหนักของเส้นเชื ่อม
ระหว่างช้ันนำเข้ากับช้ันซ่อน 

ค่าเอาต์พุตของชั ้นซ่อนหลังปรับค่า ดัง
สมการที่ (3) 

      ( )m my f S=    (3) 
เมื ่อ my  คือ เอาต์พุตของชั ้นซ่อน หลังปรับค่าของ
โหนดที่ m จากท้ังหมด M โหนด  

ฟังก์ชันท่ีใช้ปรับค่า ( )f x  ดังสมการที่ (4) 

     
1

( )
1 xf x
e−

=
+

   (4) 

คำนวณค่าเอาต์พุตของโหนดในชั้นส่งออก
ด้วยสมการที่ (5) จากนั้นปรับค่าผลรวมด้วยฟังก์ชัน
กระตุ้น ได้แก่ ฟังก์ชันซิกมอยด์ ดังสมการที่ (4) ซึ่งจะ
ได้ค่าของโหนดในชั้นส่งออกที่อยู่ในช่วง [0,1] สำหรับ
ค่าของผลลัพธ์ในโหนดของชั้นส่งออกนั้นหลังปรับค่า
แสดง ดังสมการที่ (6) 

      
1

M

j m mj
m

V y W
=
=  (5) 

เม ื ่อ jV  คือ เอาต์พ ุตของชั ้นส ่งออกก ่อนปร ับค่า 

(activation) เป็น jZ ; mjW  คือ น้ำหนักของเส้นเชื่อม

ระหว่างช้ันซ่อนกับช้ันส่งออก; my  คือ เอาต์พุตของช้ัน
ซ่อน หลังปรับค่าของโหนดที่ m จากท้ังหมด M โหนด 

ค่าเอาต์พุตของชั้นส่งออกหลังการปรับค่า  
ดังสมการที่ (6) 

      ( )j jZ f v=  (6) 
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เมื่อ jZ  คือ ค่าเอาต์พุตที่ได้ปรับค่าแล้วในชั้นเอาต์พุต

โหนดที่ j จากท้ังหมด J โหนด 
การหาค่าความคลาดเคลื่อนของโหนดใน

ชั้นส่งออกและปรับค่าถ่วงน้ำหนัก โดยการนำเอาต์พุต
ที่คำนวณได้จริงเปรียบเทียบกับเอาต์พุตที่กำหนดไว้ 
เพื ่อหาค่าความคลาดเคลื ่อนของข้อมูล โดยถ้าค่า
ผิดพลาดของข้อมูลน้อยกว่าข้อผิดพลาดที่ยอมรับได้
แล้วนั้น โครงข่ายประสาทเทียมก็จะรับข้อมูลชุดต่อไป
เข้าสู่โครงข่าย โดยถ้าไม่ได้ปรับค่าถ่วงน้ำหนักแล้วนั้น
โครงข่ายประสาทเทียมจะรับข้อมูลแถวถัดไป แล้ว
กลับไปทำในสมการ (2)-(4)  

ค่าความคลาดเคลื ่อนในแต่ละแถวของ
ข้อมูลดังสมการที่ (7) 

      ( ) 2

1

1
( )

2

Jq
j j

j
e t Z

=
= −  (7) 

เมื่อ ( )qe คือ ค่าผิดพลาดของข้อมูลตัวอย่าง; jt  คือ 

ค่าเอาต์พุตที่ต้องการที่ช้ันส่งออกโหนดที่ j จากทั้งหมด 
J โหนด 

การปรับน้ำหนักระหว่างโหนดในชั้นซ่อน
และช้ันนำออก ดังสมการที่ (8) 

 ( 1) ( ) ( ) ( ) ( ) ( ) ( )(t z )[z (1 z )] yr r q q q q q
mj mj j j j j jW W η+ = + − −  (8) 

เมื่อ η  คือ อัตราการเรียนรู้มีค่าอยู่ระหว่าง 0 ถึง 1; 
r  คือ จำนวนรอบที่จะเรียนรู้ มี R เป็นจำนวนรอบที่
กำหนด; q  คือ จำนวนชุดของข้อมูลตัวอย่าง มี  Q 
เป็นตัวกำหนด 

การปรับน้ำหนักระหว่างโหนดในชั้นนำเข้า
และช้ันซ่อน ดังสมการที่ (9) 

  ( ) ( ) ( )( 1) ( ) ( ) ( ) ( ) ( ) (r)

1
(t z )[z (1 z )]W * (1 y )

J q q qr r q q q q
nm nm j j j j mj m m n

j
W W η y X+

=
    = + − − −

   
 (9) 

ขั้นตอนที่ 8 คำนวณ RMSE ด้วยข้อมูลชุด
ฝึกสอน แสดงดังสมการที่ (10) 

      2

1

1 n

t
t

RMSE e
n

=

=  (10) 

เมื ่อ tY  คือ ค่าสังเกตของอนุกรมเวลา t ; n  คือ 

ขนาดของอนุกรมเวลา; te  คือ ค่าความคลาดเคลื่อน
ของอนุกรมเวลา t  ซึ่ง ˆ

t t te Y Y= −  
ขั้นตอนที่ 9 ตรวจสอบความถูกต้องของ

โครงข่ายประสาทเทียม โดยนำค่าถ่วงน้ำหนักที่ได้จาก
การฝึกโครงข่ายมาใช้ในการตรวจสอบความถูกต้อง
ด้วยข้อมูลชุดตรวจสอบ แล้วเปรียบเทียบ RMSE ที่ได้
จากข้อมูลชุดฝึกสอนและข้อมูลชุดตรวจสอบ หากมีค่า
แตกต่างกันมากจะปรับค่าน้ำหนักใหม่และออกแบบ
โครงข่ายประสาทเทียมใหม่ 

ขั ้นตอนที ่ 10 พยากรณ์โดยใช้โครงข่าย
ประสาทเทียมที่ได้จากขั้นตอนที่ 9 และเปรียบเทียบ
กับค่าจริงในข้อมูลชุดทดสอบ พร้อมทั้งคำนวณ RMSE 
ด้วยสมการที่ (10) 

2.3 การสร้างตัวแบบพยากรณ์โดยวิธีผสม
ของโครงข่ายประสาทเทียมและห่วงโซ่มาร์คอฟ 

การสร้างตัวแบบโครงข่ายประสาทเทียม
ด้วยการปรับปรุงโดยห่วงโซ่มาร์คอฟ มีขั้นตอนดังน้ี 

ขั ้นตอนที่ 1 คำนวณอัตราความคลาด 
เคลื่อนในการพยากรณ์ด้วยวิธีโครงข่ายประสาทเทียม 
ดังสมการที่ (11) 

     100ia ip
i

ia

x x
y x

x

−
=  (11) 

เมื่อ iy  คือ อัตราความคลาดเคลื่อนในการพยากรณ์
วันที่ i ; ax  คือ ค่าปริมาณฝุ่นละอองขนาดเล็กไม่เกิน 
2.5 ไมครอน (PM2.5) วันที่ i ; px คือ ค่าพยากรณ์

ของปริมาณฝุ่นละอองขนาดเล็กไม่เกิน 2.5 ไมครอน 
(PM2.5) วันท่ี i  

ขั้นตอนที่ 2 หลังจากคำนวณอัตราความ
คลาดเคลื่อนในการพยากรณ์แล้ว จะลดขนาดของช่วง
ข้อมูลต่างกัน โดยการจัดค่าของข้อมูลให้อยู ่ในช่วง
เดียวกัน โดยการทำ normalization ตามสมการที่ 
(12) ซึ่งผลลัพธ์จะมีค่าอยู่ในช่วง [0,1] 
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min

max min
iyNormalization
−

=
−

 (12) 

เมื ่อ iy  คือ อ ัตราส ่วนความคลาดเคลื ่อนในการ
พยากรณ์; min คือ ค่าที่น้อยที่สุดของอัตราส่วนความ
คลาดเคลื่อนในการพยากรณ์; max คือ ค่าที่มากที่สุด
ของอัตราส่วนความคลาดเคลื่อในการพยากรณ์ 

ขั้นตอนที่ 3 นำข้อมูลที่ได้จากขั้นตอนที่ 2 
มาวิเคราะห์โดยห่วงโซ่มาร์คอฟ พร้อมทั ้งกำหนด
สถานะปัจจุบันของระบบ เนื่องจากสถานะในอนาคต
ของระบบจะไม่ขึ้นกับสถานะในอดีต แต่จะขึ้นอยู่กับ
สถานะปัจจุบันเท่าน้ัน โดยงานวิจัยนี้แบ่งสถานะเป็น 5 
สถานะ  [12 ]  ซ ึ ่ ง ส ามารถคำนวณหา ช่ ว งขอ ง 
normaliza-tion ในแต่ละสถานะ ดังนี้ 1( , x S),α− −

1 2( x S, x S),α α− − 2 3( x S, x S),α α− + 3 4( x S, x S)α α+ +

3 4( x S, x S)α α+ +  และ 4( x S, )α+ +  เมื่อ x  
คือ ค่าเฉลี ่ยของ normalization และ S  คือ ส่วน

เบี่ยงเบนมาตรฐานของ normalization โดยความถี่
ของการเปลี่ยนแปลงสถานะแสดงดังตารางที่ 1  
 
Table 1 Markov state transition 
 

State (1) (2) (3) (4) (5) 
(1) 11p   12p   13p   14p   15p   
(2) 21p   22p   23p   24p   25p   
(3) 31p   32p   33p   34p   35p   
(4) 41p   42p   43p   44p   45p   
(5) 51p   52p   53p   54p   55p   

 
ขั้นตอนท่ี 4 ตารางที่ 1 สามารถหาเมทรกิซ์

ความน่าจะเป ็นการเปล ี ่ยนแปลงสถานะ (state 
transition probability matrix) โดย 1p , 2p , 3p , 4p  
และ 5p  เป็นความถี่สะสมของสถานะปัจจุบันที่ 1, 2, 
3, 4 และ 5 แสดงดังเมทริกซ์ที่ (13) 

 

11 1 12 1 13 1 14 1 15 1

21 2 22 2 23 2 24 2 25 2

31 3 32 3 33 3 34 3 35 3

41 4 42 4 43 4 44 4 45 4

51 5 52 5 53 5 54 5 55 5

/ / / / /

/ / / / /

/ / / / /

/ / / / /

/ / / / /

p p p p p p p p p p

p p p p p p p p p p

p p p p p p p p p pP
p p p p p p p p p p

p p p p p p p p p p

 
 
 
 =
 
 
  

 
(13) 

 
ขั้นตอนที่ 5 หาเวกเตอร์ความน่าจะเป็น

ของการทำนาย ณ ช่วงเวลาที ่ n โดยคำนวณจาก    
เมทริกซ์ความน่าจะเป็นการเปลี่ยนแปลงสถานะ ได้ดัง
เวกเตอร์ที่ (14)  

      ( ) 1 0 0 0 0 nP n P =
   (14) 

เมื่อกำหนดให้ 1 0 0 0 0 
   เป็นเมทริกซ์

ความน่าจะเป็นท่ีระบบเปลี่ยนแปลงในสถานะต่าง ๆ 
ขั้นตอนที่ 6 คำนวณค่าพยากรณ์โดยการ

หาค่าเฉลี ่ยของช่วงการทำนายของห่วงโซ่มาร์คอฟ 

(Markov prediction interval) ที ่ม ีความน่าจะเป็น
สูงสุดในเวกเตอร์ความน่าจะเป็นของการทำนาย ณ 
ช่วงเวลาที่ n  

2.4 การเปรียบเทียบประสิทธิภาพของตัว
แบบพยากรณ์ 

การวิจัยครั้งนี้ใช้เกณฑ์ในการเปรียบเทียบ
ประสิทธิภาพของตัวแบบพยากรณ์จาก RMSE ดัง
สมการที ่ (10) และเปอร์เซ็นต์ความคลาดเคลื ่อน
สัมบูรณ์เฉลี่ย (MAPE) ดังสมการที่ (15) โดยพิจารณา 
RMSE และ MAPE ที่มีค่าต่ำสุด 
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1

100 n t

t
t

e
MAPE

n Y

=

=  (15) 

เมื ่อ tY  คือ ค่าสังเกตของอนุกรมเวลา t ; n  คือ 

ขนาดของอนุกรมเวลา; te  คือ ค่าความคลาดเคลื่อน
ของอนุกรมเวลา t  ซึ่ง ˆ

t t te Y Y= −  
 

3. ผลการวิจัย 
3.1 ผลการพยากรณ์โดยวิธีโครงข่ายประสาท

เทียม 
รูปที่ 3 แสดงการเปรียบเทียบค่า RMSE 

ของตัวแบบพยากรณ์โดยวิธีโครงข่ายประสาทเทียมซึ่ง
กำหนดค่าอัตราการเรียนรู้ และค่าโมเมนตัมที่ต่างกัน 
เพื่อนำมาใช้ในการกำหนดค่าพารามิเตอร์สำหรับสร้าง
ตัวแบบพยากรณ์โดยวิธีโครงข่ายประสาทเทียม 

ตารางที่ 2 แสดงตัวแบบโครงข่ายประสาท
เทียมที่เหมาะสม โดยกำหนดให้จำนวนโหนดช้ันนำเข้า
เท่ากับ 5 โหนด จำนวนโหนดชั้นซ่อนเท่ากับ 6 โหนด 

และจำนวนโหนดชั้นส่งออกเท่ากับ 1 โหนด รวมทั้งค่า
อัตราการเรียนรู้ (learning rate) เท่ากับ 0.05 โมเมน 
ตัม (momentum) เท่ากบั 0.6 และจำนวนรอบในการ
เรียนรู้ (iteration) เท่ากับ 10,000 รอบ โดยค่า RMSE 
ของตัวแบบพยากรณ์ในระหว่างการฝึกสอนเท่ากับ 
2.5610 ขณะที่ค่ารากของค่าคลาดเคลื่อนกำลังสอง
เฉลี่ยโดยใช้ข้อมูลชุดทดสอบเท่ากับ 2.4864 

3 .2  ผลการพยากรณ ์ โดยว ิ ธ ี ผสมของ
โครงข่ายประสาทเทียมและห่วงโซ่มาร์คอฟ 

การสร้างตัวแบบโครงข่ายประสาทเทียม
ปรับปรุงด้วยห่วงโซ่มาร์คอฟจะคำนวณหาอัตราความ
คลาดเคลื่อนในการพยากรณ์ด้วยสมการที่ (11) แล้วจึง 
normalization โดยค่าที ่ได ้จะอยู ่ ในช่วง [0,1] ซึ่ง
สามารถคำนวณจากสมการที่ (12) และในตารางที่ 4 
แสดง normalization ของความคลาดเคลื่อนของการ
พยากรณ์รายชั่วโมง 
 

 

 
 

Figure 3 A comparison of RMSE among different learning rates and momentums 
 

Table 2 Neural network model. 
 

Model Learning rate Momentum Iteration RMSE 
5-6-1 0.05 0.6 10,000 2.5610 
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Figure 4 Forecast errors 
 

ข้อมูลที่ปรับให้อยู่ในรูปแบบของ normali-
zation ข้างต้น สามารถแบ่งเป็นช่วงของแต่ละสถานะ
เ ป ็ น  [0,0. 206] , (0. 206,0. 402] , (0. 402,0. 598], 
(0.598,0.794], (0.794,1] ซึ่งแสดงจำนวนการเปลี่ยน 
แปลงสถานะได้ดังตารางที่ 3 
 
Table 3 Markov state transition 
 

States (1) (2) (3) (4) (5) Total 
(1) 0 0 0 0 1 1 

(2) 0 0 0 0 0 0 
(3) 1 0 2 14 4 21 
(4) 0 0 16 44 4 64 
(5) 0 0 3 7 2 12 

Total 1 0 21 65 11 98 

 
ตารางที่ 3 แสดงจำนวนครั้งของการเปลี่ยน

สถานะจากสถานะหนึ่งไปยังอีกสถานะหนึ่ง โดยพบว่า
การเปลี่ยนจากสถานะ (1) ไปยังสถานะ (2), (3), (4) มี
การเปลี่ยนแปลงสถานะ 0 ครั้ง จากสถานะ (1) ไปยัง
สถานะ (5) มีการเปลี ่ยนแปลงสถานะ 1 ครั ้ง โดย

คำนวณความน่าจะเป็นได้ดังสมการที่ (13) ซึ่งสามารถ
คำนวณความน่าจะเป็นของการเปลี่ยนแปลงสถานะ
ตำแหน่งที่ n ไปยังตำแหน่งที่ m และสามารถแสดงใน
เมทริกซ์ความน่าจะเป็นได้ดังเมทริกซ์ที่ (16) ดังนี ้
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0 0 0 0 1

0 0 0 0 0

0.0476 0 0.0952 0.6667 0.1905

0 0 0.25 0.6875 0.0625

0 0 0.25 0.5833 0.1667

P

 
 
 
 =
 
 
 
   

(16) 

 

เมทริกซ์ความน่าจะเป็นท่ี (16) สามารถหา
เวกเตอร์ความน่าจะเป็นของการทำนาย ซึ่งสามารถ
คำนวณจากสมการที่ (14) แสดงดังตารางที่ 4 

ตารางที่ 5 กำหนดให้ (1) แทนปริมาณฝุ่น
ละอองขนาดไม่เกิน 2.5 ไมครอน ที่เกิดขึ้นในแต่ละ
ช ั ่ ว โ ม ง  ( hourly PM2. 5 concentrations value)     
(2) แทนค่าพยากรณ์ปริมาณฝุ่นละอองขนาดไม่เกิน 

2.5 ไมครอน รายชั่วโมง (prediction hourly PM2.5 
concentrations value) โดยวิธ ีโครงข่ายประสาท
เทียม (3) แทนช่วงการทำนายสถานะห่วงโซ่มาร์คอฟ 
(Markov prediction interval)  (4) แทนเวกเตอร์
ความน่าจะเป็นของการทำนาย (probability) (5) แทน
การปรับค่าการพยากรณ์ด้วยห่วงโซ่มาร์คอฟ (adjust-
ment value) โดยกำหนดเวกเตอร์ความน่าจะเป็นของ
การทำนาย (4) จากความน่าจะเป็นสูงสุดของแต่ละ
เวกเตอร์ที ่ n ซึ ่งแสดงดังตารางที ่ 4 และใช้เล ือก
ค่าเฉลี่ยช่วงการทำนายสถานะห่วงโซ่มาร์คอฟใน (3) 
สำหรับการปรับการพยากรณ์ปริมาณฝุ่นละอองขนาด
ไม่เก ิน 2.5 ไมครอน รายชั ่วโมง (5) ด ้วยห่วงโซ่
มาร์คอฟ โดยตารางที ่5 แสดงตัวอย่างการพยากรณ์ 1  

 
Table 4 Probability of n-step state vector 
 

States Step 1 Step 2 Step 3 Step 4  Step 5 … Step 97 Step 98 Step 99 
(1) 0.00 0.00 0.01 0.01 0.01 … 0.01 0.01 0.01 
(2) 0.00 0.00 0.00 0.00 0.00 … 0.00 0.00 0.00 
(3) 0.00 0.25 0.21 0.21 0.21 … 0.21 0.21 0.21 
(4) 0.00 0.58 0.66 0.66 0.66 … 0.66 0.66 0.66 
(5) 1.00 0.17 0.11 0.11 0.11 … 0.11 0.11 0.11 

 
Table 5 Forecast one hour in advance 
 

Hour (1) (2) (3) (4) (5) 
Error of prediction RMSE MAPE 
B-PNN 

 
B-PNN 
& MC 

B-PNN 
B-PNN  
& MC 

B-PNN 
B-PNN  
& MC 

1 22 18.813 

[18.153 19.054] 0.00 

22.209 14.486 % -0.951 % 3.187 0.2093 0.1449 0.0095 
[19.054 19.956] 0.00 
[19.956 20.857] 0.00 
[20.857 21.758] 0.00 
[21.758 22.660] 1.00 

        Total 2.4864 1.1890 7.2877 3.2972 
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ชั่วโมงล่วงหน้า พบว่าค่าพยากรณ์ปริมาณฝุ่นละออง
ขนาดไม่เกิน 2.5 ไมครอน รายชั่วโมง โดยวิธีผสมของ
โครงข่ายประสาทเทียมและห่วงโซ ่มาร ์คอฟ (5) 
ใกล้เคียงกับค่าจริง (1) มากกว่าค่าพยากรณ์ปริมาณฝุ่น
ละอองขนาดไม่เกิน 2.5 ไมครอน รายชั่วโมง โดยวิธี
โครงข่ายประสาทเทียม (2) นอกจากน้ีผลการพยากรณ์
ด้วยข้อมูลชุดทดสอบพบว่า RMSE และ MAPE โดยวิธี
ผสมของโครงข่ายประสาทเทียมและห่วงโซ่มาร์คอฟ 
เท่ากับ 1.1890 และ 3.2972 ตามลำดับ 

3.3 ผลการพยากรณ์โดยวิธีโครงข่ายประสาท
เทียมและวิธีผสมของโครงข่ายประสาทเทียมและ
ห่วงโซ่มาร์คอฟ 

รูปที่ 5 แสดงค่าจริงแทนด้วยเส้นทึบสีฟ้า 
(–) ค่าพยากรณ์โดยวิธีโครงข่ายประสาทเทียมแทนด้วย
เส้นประสีแดง (– – –) และค่าพยากรณ์โดยวิธีผสม
ระหว่างโครงข่ายประสาทเทียมและห่วงโซ่มาร์คอฟ
แทนด้วยเส้นจุดสีเขียว (•••) พบว่าค่าพยากรณ์ที่ได้จาก
ทั้งสองวิธีใกล้เคียงกับค่าจริง แต่ค่าพยากรณ์ที่ได้จาก

วิธีผสมระหว่างโครงข่ายประสาทเทียมและห่วงโซ่
มาร์คอฟใกล้เคียงกับค่าจริงมากกว่า และตารางที่ 5 
จะเห ็นได ้ว ่ า  RMSE และ  MAPE โดยว ิธ ีผสมของ
โครงข่ายประสาทเทียมและห่วงโซ่มาร์คอฟมีค่าต่ำกว่า 

RMSE และ MAPE โดยวิธีโครงข่ายประสาทเทียม 
 

4. วิจารณ์และสรุป 
งานวิจัยนี ้ได้นำเสนอการพยากรณ์ปร ิมาณ

ความเข้มข้นของ PM2.5 ในอากาศรายชั่วโมง โดยใช้
วิธีโครงข่ายประสาทเทียม และวิธีผสมของโครงข่าย
ประสาทเทียมและห่วงโซ่มาร์คอฟ พบว่ารากของค่า
คลาดเคลื ่อนกำลังสองเฉลี ่ยและเปอร์เซ็นต์ความ
คลาดเคลื่อนสัมบูรณ์เฉลี่ยด้วยวิธีโครงข่ายประสาท
เทียม คือ 2.4864 และ 7.2877 ตามลำดับ ขณะที่ราก
ของค่าคลาดเคลื่อนกำลังสองเฉลี่ยและเปอร์เซ็นต์
ความคลาดเคลื ่อนสัมบูรณ์เฉลี ่ยด ้วยวิธ ีผสมของ
โครงข่ายประสาทเทียมและห่วงโซ ่มาร ์คอฟ คือ 
1.1890 และ 3.2972 ตามลำดับ ซึ่งจะเห็นว่าการใช้วิธี

 

 
 

Figure 5 Comparisons between actual value and forecast value of PM2.5 
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ผสมของโครงข่ายประสาทเทียมและห่วงโซ่มาร์คอฟจะ
ให้ผลการพยากรณ์แม่นยำกว่าวิธีโครงข่ายประสาท
เทียม ซึ่งสอดคล้องกับงานวิจัยของ Dai และคณะ [12] 
ที่ได้พยากรณ์ราคาตลาดหุ้นในระยะเวลาสั้นโดยใช้วิธี
โครงข่ายประสาทเทียมและห่วงโซ่มาร์คอฟ โดยกล่าว
ว่าวิธ ีผสมของโครงข่ายประสาทเทียมและห่วงโซ่
มาร์คอฟให้ความคลาดเคลื่อนในการพยากรณ์ต่ำกว่า
วิธีโครงข่ายประสาทเทียมเพียงอย่างเดียว ทั้งนี ้การ
สร้างตัวแบบการพยากรณ์ในครั้งนี้เป็นประโยชน์ต่อ
การคาดการณ์ปริมาณความเข้มข้นของ PM2.5 เพื่อ
ทราบถึงระดับความรุนแรงของคุณภาพอากาศ 
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