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บทคัดย่อ 
	 วิิธีีการแบ่่งช่่วงธรรมชาติิเจงค์์เป็็นวิิธีีการจััดกลุ่่�มข้อมููลที่่�ได้้รัับความนิิยม งานวิิจััยนี้้�ได้้นำวิิธีีการแบ่่งช่่วงธรรม

ชาติเิจงค์ม์าปรับัใช้ด้้ว้ยการเพิ่่�มจำนวนกลุ่่�มที่่�ใช้แ้บ่ง่เรื่่�อย ๆ  จนกว่า่จุดุแบ่ง่แรกของกลุ่่�มใหม่จ่ะเปลี่่�ยนแปลงไปน้อ้ยกว่า่

ค่่าร้้อยละที่่�กำหนดเมื่่�อเทีียบกัับจุุดแบ่่งแรกของการแบ่่งกลุ่่�มครั้้�งก่่อนหน้้า และใช้้จุุดแบ่่งแรกนั้้�นในการแบ่่งข้้อมููลออก

เป็น็ 2 กลุ่่�ม โดยทำการศึกึษากรณีขี้อ้มูลูตัวัแปรเดียีวที่่�มีกีารแจกแจงในรูปูแบบการแจกแจงปรกติแิบบผสม 2 กลุ่่�มและ

การแจกแจงล็็อกปรกติแบบผสม 2 กลุ่่�ม โดยเปรียบเทีียบกับัวิธิีกีารแบ่ง่กลุ่่�มข้อมููลอื่่�น ๆ  ได้้แก่ ่วิธิีกีารแบ่ง่ช่่วงธรรมชาติิ 

เจงค์,์ วิธิี ีhead/tail break และ วิธิีจัีัดกลุ่่�มข้อมูลูด้ว้ยอัลกอริิทึมึ EM การวััดประสิิทธิภิาพของวิธิีกีารแบ่่งกลุ่่�มพิจารณา

จากค่าความแม่่นในการจััดกลุ่่�ม ผลการวิิจััยจากการจำลองข้้อมููล พบว่าวิิธีีการแบ่่งช่่วงธรรมชาติิเจงค์์แบบซ้้ำนั้้�นไม่่มีี

ประสิิทธิิภาพในการแบ่่งข้้อมููลแจกแจงปรกติิแบบผสมแต่่มีีประสิิทธิิภาพในการแบ่่งข้้อมููลที่่�มีีการแจกแจงล็็อกปรกติิ

แบบผสมเมื่่�อข้้อมููล 2 กลุ่่�มมีีจำนวนใกล้้เคีียงกัันหรืือกลุ่่�มที่่�ค่่าเฉลี่่�ยสููงกว่่ามีีจำนวนมากกว่่า นอกจากนี้้�วิิธีีการแบ่่งช่่วง
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Abstract
	 Jenks natural breaks classification is a data clustering method that is widely used. This research 

uses a modified version of Jenks natural breaks classification by increasing the number of groups 

used for clustering until the change of the first break is less than the specified percentage compared 

to the previous clustering. The first break is then used to split the data into two groups. We perform 

a performance assessment of repeated Jenks natural breaks classification against Jenks natural breaks 

classification, head/tail break, and EM algorithm using 2-group normal mixture distribution and 2-group 

log-normal mixture distribution univariate simulated data. The performance is asserted by using 

clustering accuracy.  The research found that repeated Jenks natural breaks classification is not 

suitable for maximizing the overall accuracy of the normal mixture distribution but can be used for 

log-normal mixture distribution if the proportion of each group is relatively equal or higher-mean 

group leaning. Repeated Jenks natural breaks classification can also be used if users need to  

prioritize the accuracy of the higher-mean group.

Keywords:	 Clustering method; Jenks natural breaks classification; Normal mixture distribution;  

		  Log-normal mixture distribution

1. บทนำ
	 วิธิีกีารแบ่ง่กลุ่่�มข้อมูลู (data clustering metho-

od) เป็็นเครื่่�องมืือที่่�ใช้้ในการแบ่่งข้้อมููลออกเป็็นหลายๆ 

กลุ่่�ม โดยจุดมุ่่�งหมายหลัักคืือเพื่่�อจััดข้้อมููลที่่�มีีลัักษณะ

ใกล้เคีียงกัันไว้้ในกลุ่่�มเดีียวกันหรืือแบ่่งข้้อมููลออกเป็็น 

กลุ่่�มที่่�ถููกต้้อง การเลืือกวิิธีีการแบ่่งกลุ่่�มข้้อมููลที่่�เหมาะ

สมกับข้อมููลจึึงมีีความสำคััญเพื่่�อให้้ข้้อมููลที่่�ถููกแบ่่งนั้้�น

แสดงลัักษณะของข้้อมููลได้้ดีีหรืือสามารถแบ่่งกลุ่่�มของ

ข้้อมููลได้้อย่่างถููกต้้อง

	 วิิธีีการแบ่่งช่่วงธรรมชาติิเจงค์์ (Jenks natural 

breaks classification) เป็็นวิิธีีการจััดกลุ่่�มข้อมููลเสนอ

โดย George F. Jenks [1] ซึ่่�งเป็็นที่่�ได้้รัับความนิยม 

โดยเฉพาะอย่่างยิ่่�งในการสร้างแผนที่่�โคโรเพลท (chorop-

pleth map) เน่ื่�องจากวิิธีีการแบ่่งนี้้�อยู่่�ในโปรแกรม

ระบบสารสนเทศภูมิศิาสตร์์ (geographic information 

system software) หลายโปรแกรม โดยการจััดกลุ่่�ม 

รูปูแบบนี้้�สามารถใช้ไ้ด้ก้ับัข้อ้มูลูตัวัแปรเดียีว (univariate) 

และจะให้้กลุ่่�มข้้อมููลที่่�มีีความแปรปรวนภายในกลุ่่�มต่่ำ

ที่่�สุดุ กลุ่่�มที่่�แบ่ง่นั้้�นจะมีคีวามเหมืือนกับัการแบ่ง่กลุ่่�มด้ว้ย

วิิธีี k-means เมื่่�อใช้้การแบ่่งกลุ่่�มด้้วยวิิธีี k-means เพื่่�อ

แบ่่งกลุ่่�มข้้อมููลตััวแปรเดีียว

	 ในงานวิิจััยซึ่่�งเปรียบเทีียบการแบ่่งกลุ่่�มด้วยวิิธีี 

k-means และวิิธีี gaussian mixture model (GMM) 

ที่่�ใช้้อััลกอริิทึึม EM (expectation-maximization  

algorithm) นั้้�น วิธิีอัีัลกอริิทึมึ EM มีปีระสิิทธิภิาพในการ

แบ่่งข้้อมููลได้้ดีีกว่่าในกรณีีของข้้อมููลการแจกแจงปรกติิ

แบบผสม (gaussian หรืือ normal mixture distribut-

tion) ในแทบทุุกกรณีี ยกเว้้นเมื่่�อข้้อมููลมีีจำนวณน้้อย 

หรืือข้้อมููลทั้้�งสองกลุ่่�มมีีจำนวนใกล้้เคีียงกััน [2]

	 ในงานวิิจััยอื่่�นๆ เช่่น Wang และคณะ [3] หรืือ 

Patel และ Kushwaha [4] ซึ่่�งมีีการเปรียบเทีียบการ

แบ่่งกลุ่่�มสองรููปแบบในข้้อมููลตััวแปรเดีียว งานวิิจััยค่่อน

ข้้างสนใจในการแสดงลัักษณะของข้้อมููลมากกว่่าการจััด

กลุ่่�มข้อ้มูลูที่่�ถูกูต้อง นอกจากนี้้� ยังัไม่ม่ีงีานวิจิัยัที่่�ทดสอบ

เปรีียบเทีียบการแบ่่งกลุ่่�มในการแจงแจงรููปแบบอื่่�น
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งานวิิจััยนี้้�ได้้นำวิิธีีการแบ่่งช่่วงธรรมชาติิเจงค์์มาปรัับใช้้

โดยเพิ่่�มจำนวนกลุ่่�มที่่�แบ่่งของวิิธีีการแบ่่งช่่วงธรรมชาติ ิ

เจงค์์ เรื่่�อยๆ จนกว่าจุุดแบ่่งแรกนั้้�นจะเปลี่่�ยนแปลง

ไปน้้อยกว่าร้้อยละที่่�กำหนดและใช้้จุุดแบ่่งแรกในการ

แบ่่งข้้อมููลออกเป็็นสองกลุ่่�ม โดยงานวิิจััยนี้้�ได้้รัับแรง 

บัลัดาลใจจากการใช้ว้ิธิีกีารแบ่่งช่่วงธรรมชาติิเจงค์แ์บบซ้ำ้  

(repeated Jenks natural breaks classification) เพื่่�อ

แบ่่งกลุ่่�มลููกค้้าออกเป็็น 2 กลุ่่�มในบริิษััท e-commerce 

แห่่งหนึ่่�ง 

	ก ารแบ่ง่กลุ่่�มข้อมูลูด้ว้ยวิธิีกีารแบ่ง่ช่่วงธรรมชาติิ 

เจงค์์แบบซ้้ำนั้้�นมีีความน่่าสนใจและอาจสามารถนำ 

ไปใช้้แบ่่งข้้อมููลได้้ดีี โดยเฉพาะในข้้อมููลที่่�มีีลัักษณะการ

แจกแจงเบ้้ขวา (right-skewed distribution) งานวิิจััย

นี้้�จึึงได้้ทดสอบประสิิทธิิภาพของวิิธีีการแบ่่งช่่วงธรรม

ชาติิเจงค์์แบบซ้้ำด้้วยการจำลองข้้อมููลที่่�มีีลัักษณะการ

แจกแจงที่่�ต่า่งกันั ได้แ้ก่ก่ารแจกแจงปรกติแบบผสม และ

การแจกแจงล็็อกปรกติแบบผสม (log-normal mixture 

distribution) โดยเทีียบกับการแบ่่งกลุ่่�มรููปแบบอื่�น 3 

วิิธีี ได้้แก่่ วิิธีีการแบ่่งช่่วงธรรมชาติิเจงค์์, วิิธีี head/tail 

breaks และ วิิธีี mixture model ที่่�ใช้้อััลกอริิทึึม EM 

ในการประมาณค่่าพารามิิเตอร์์

2. วิิธีีการวิิจััย
2.1	รู ปแบบการแจกแจงที่่�ศึกษาและวิิธีีการแบ่่งกลุ่่�ม

ข้้อมููลที่่�เกี่่�ยวข้้อง

	 2.1.1. การแจกแจงผสม (mixture distribut-

tion)

	ก ารแจกแจงผสมคืือการแจกแจงความน่า่จะเป็น็

ของตััวแปรสุ่่�มซึ่่�งเกิิดจากการผสมกันของการแจกแจง

ความน่่าจะเป็็น 2 การแจกแจงเป็็นต้้นไป โดยตััวแปรสุ่่�ม

นั้้�นถููกเลืือกจากการแจกแจงที่่�ผสมด้้วยความน่่าจะเป็็น 

โดยสามารถเขีียนในรูปแบบฟัังก์์ชัันการแจกแจงความ 

น่่าจะเป็็น (probability distribution function หรืือ 

pdf) ได้้คืือ

	 เมื่่�อ g(x) คืือฟัังก์์ชัันการแจกแจงความน่่าจะ

เป็็นของการแจกแจงผสม; k คืือจำนวนของการแจกแจง

ที่่�ผสม;  คืือความน่่าจะเป็็นของการแจกแจงที่่� j ที่่�จะ 

ถููกเลืือก โดยมีีเงื่่�อนไข   และ 

คืือฟังัก์์ชันัการแจกแจงความน่าจะเป็น็ของตััวแปรสุ่่�มที่่� j

	 2.1.2	การแจกแจงปรกติิแบบผสม (normal 

mixture distribution)

	ก ารแจกแจงปรกติแบบผสมคืือการแจกแจงผสม

ที่่�เกิิดจากการผสมกันของการแจกแจงปรกติิ (normal 

distribution) 2 การแจกแจงเป็็นต้้นไป โดยฟัังก์์ชัันการ

แจกแจงความน่่าจะเป็็นของการแจกแจงปรกติิคืือ 

	 เมื่่�อ  คืือค่่าเฉลี่่�ยของตััวแปรสุ่่�ม  คืือค่่า

ส่่วนเบี่่�ยงเบนมาตรฐานของตััวแปรสุ่่�ม 

	 โดยการแจกแจงผสมที่่�เกิิดจากการแจกแจง

ปรกติิ 2 การแจกแจง จะมีีลัักษณะเป็็นฐานนิิยมเดีียว 

หรืือมีีจุุดยอดในการแจกแจงเพีียงจุุดเดีียวก็็ต่่อเมื่่�อ

	 หรืือถ้้าหาก  การแจกแจงจะมีี

ลัักษณะเป็็นฐานนิิยมเดีียว ก็็ต่่อเมื่่�อ

	 เมื่่�อ  และ  คืือความน่าจะเป็็นของการ

แจกแจงที่่� 1 และ 2 ตามลำดัับ โดยที่่�  [5]

	 2.1.3	การแจกแจงล็็อกปรกติิแบบผสม 

(log-normal mixture distribution)

	ก ารแจกแจงล็อ็กปรกติแิบบผสมคืือการแจกแจง

ผสมที่่�เกิิดจากการผสมกัันของการแจกแจงล็็อกปรกติิ 

(log-normal distribution) 2 การแจกแจงเป็็นต้นไป 

โดยฟังัก์ช์ันัการแจกแจงความน่า่จะเป็น็ของการแจกแจง

ล็็อกปรกติิคืือ k
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	 โดยที่่�  คืือค่่าเฉลี่่�ยของลอการิิทึึมตััวแปรสุ่่�ม 

 คืือค่า่ส่ว่นเบี่่�ยงเบนมาตรฐานของลอการิิทึมึตัวัแปร

สุ่่�ม 

	ค่ ่าเฉลี่่�ยของตััวแปรสุ่่�ม  มีีค่่าเท่่ากัับ  

และความแปรปรวนของตััวแปรสุ่่�ม  มีีค่่าเท่่ากัับ 

	 โดยการแจกแจงผสมที่่�เกิดิจากการแจกแจงล็อ็ก

ปรกติ ิ2 การแจกแจงจะมีลีักัษณะเป็น็เป็น็ฐานนิยมเดียีว

ก็็ต่่อเมื่่�อการแจกแจงมีีค่่าพารามิิเตอร์์  เท่่ากััน

	 2.1.4	การแบ่่งกลุ่่�มด้้วยวิิธีีการแบ่่งช่่วงธรรม

ชาติิเจงค์์ (Jenks natural breaks classification)

	 วิิธีีการแบ่่งช่่วงธรรมชาติิเจงค์์เป็็นวิิธีีการแบ่่ง

กลุ่่�มที่่�ให้ก้ลุ่่�มซึ่่�งมีผีลรวมของความเบี่่�ยงเบนจากค่าเฉลี่่�ย

ของกลุ่่�มกำลัังสองของแต่่ละกลุ่่�ม (squared deviations 

from the class means หรืือ SDCM) น้้อยที่่�สุุดโดย

เขีียนเป็็นสมการได้้คืือ

	 เมื่่�อ  คืือจำนวนกลุ่่�มที่่�ต้้องการจะแบ่่ง;  คืือ

จำนวนข้้อมููลในกลุ่่�ม  คืือข้้อมููลตััวที่่�  ในกลุ่่�ม  

คืือค่่าเฉลี่่�ยของข้้อมููลในกลุ่่�ม 

	 โดยวิิธีีการแบ่่งช่่วงธรรมชาติิเจงค์์ใช้้การทดลอง

แบ่ง่กลุ่่�มข้อ้มูลูทุกุรูปูแบบที่่�เป็น็ไปได้เ้พื่่�อหาการแบ่ง่กลุ่่�ม

ที่่�ให้้ SDCM น้้อยที่่�สุุด นอกจากนี้้�ผู้้�ใช้้จำเป็็นต้องระบุุ

จำนวนกลุ่่�มที่่�ต้้องการแบ่่งเอง 

	 2.1.5	การแบ่่งกลุ่่�มด้้วยวิิธีีการแบ่่งช่่วงธรรม

ชาติิเจงค์์แบบซ้้ำ (repeated Jenks natural 

breaks classification)

	 วิธิีกีารแบ่ง่ช่่วงธรรมชาติิเจงค์แ์บบซ้้ำ เป็น็วิธิีกีาร

แบ่ง่กลุ่่�มที่่�ใช้ว้ิธิีกีารแบ่ง่ช่ว่งธรรมชาติเิจงค์ซ์้ำ้หลายๆ ครั้้�ง 

โดยแต่่ละครั้้�งจะเพิ่่�มจำนวนกลุ่่�มที่่�แบ่ง่เรื่่�อยๆ จนกว่าจุดุ

แบ่ง่แรก (จุดุแบ่ง่ที่่�ใช้ใ้นการแบ่ง่กลุ่่�มแรกและกลุ่่�มที่่�สอง) 

ของการแบ่่งครั้้�งล่่าสุุดที่่�ใช้้จำนวนกลุ่่�มในการแบ่่งคืือ 

 จะแตกต่่างจากจุุดแบ่่งแรกของการแบ่่งครั้้�งที่่�

แล้้ว  ไม่เ่กินิค่าร้อ้ยละที่่�กำหนดเม่ื่�อเทียีบกับัจุดุ

แบ่ง่แรกของการแบ่่งครั้้�งที่่�แล้ว้ ซึ่่�งเขียีนเป็น็สมการได้้คืือ

	 เมื่่�อ  คืือจุุดแบ่่งแรกของการแบ่่งข้้อมููล

เป็น็  กลุ่่�ม;  คืือค่า่ร้อ้ยละที่่�กำหนดเพื่่�อให้ห้ยุดุแบ่ง่

เม่ื่�อความแตกแต่่งของจุุดแบ่่งที่่�เปลี่่�ยนไปน้้อยกว่่า โดย

หลัังจากการหยุดุแล้ว้จะใช้จุ้ดุแบ่ง่แรกของการแบ่ง่ข้อ้มููล

ครั้้�งล่า่สุดุในการแบ่ง่ข้้อมูลูออกเป็น็ 2 กลุ่่�มคืือกลุ่่�มที่่�มีคี่า่

น้้อยกว่่าจุุดแบ่่ง และกลุ่่�มที่่�มีีค่่ามากกว่่าจุุดแบ่่ง วิิธีีการ

แบ่่งช่่วงธรรมชาติิเจงค์์แบบซ้้ำจึึงใช้้ได้้กัับการแบ่่งข้้อมููล

ออกเป็็น 2 กลุ่่�มเท่่านั้้�น

	 2.1.6	การแบ่่งกลุ่่�มด้้วยวิิธีี  head/tails 

breaks

	 วิิธีี head/tail breaks เป็็นวิิธีีการแบ่่งกลุ่่�มที่่�

เสนอโดย Bin Jiang [6] การแบ่่งวิิธีีนี้้�ถููกสร้างขึ้้�นเพื่่�อ

แบ่่งข้้อมููลที่่�มีีลัักษณะการแจกแจงหางหนา (heavy-

tailed distribution) ซึ่่�งคืือข้้อมููลที่่�มีีค่่ามากมีจำนวน

น้อ้ย และข้้อมูลูที่่�มีคี่า่น้้อยมีจีำนวนมาก เน่ื่�องจากวิธิีกีาร

แบ่่งรููปแบบอื่�น (รวมถึงวิิธีีการแบ่่งช่่วงธรรมชาติิเจงค์์)  

ไม่่สามารถแสดงความแตกต่่างของข้้อมููลได้้ดีีพอ

	 โดยวิิธีีแบ่่งกลุ่่�มนี้้�จะเริ่่�มต้้นจากการแบ่่งข้้อมููล

ทั้้�งหมดที่่�ค่่าเฉลี่่�ยของข้้อมููล ซึ่่�งจะแบ่่งข้้อมููลออกเป็็น 

2 กลุ่่�มคืือข้้อมููลที่่�มีีค่่าน้้อยกว่่าค่่าเฉลี่่�ยและข้้อมููลที่่�มีีค่่า

มากกว่าค่่าเฉลี่่�ย หากกลุ่่�มข้อมููลที่่�มีีค่่ามากกว่าค่่าเฉลี่่�ย

มีีจำนวนน้อยกว่าร้้อยละที่่�กำหนดเม่ื่�อเทีียบกับข้อมููล

ทั้้�งหมดหลัังแบ่่งข้้อมููล โดยปกติิจะใช้้ร้้อยละ 40 จะ

ทำการแบ่่งข้้อมููลต่่อ การแบ่่งต่่อจะใช้้วิิธีีเดิิมกัับขั้้�นตอน

แรกคืือการหาค่่าเฉลี่่�ยของข้้อมููล แต่่ในครั้้�งที่่� 2 นั้้�นจะใช้้

ข้อ้มููลที่่�มีค่ี่ามากกว่าค่่าเฉลี่่�ยของการแบ่ง่ครั้้�งแรกเท่่านั้้�น 

และในครั้้�งที่่� 3 จะใช้ข้้อ้มูลูที่่�มีคี่า่มากกว่า่ค่า่เฉลี่่�ยของการ

แบ่่งครั้้�งที่่� 2 และทำการแบ่่งเรื่่�อยๆ จนกว่าข้้อมููลหลััง

การแบ่่งในครั้้�งล่่าสุุดมีีจำนวนข้้อมููลส่่วนที่่�มากกว่่าค่่า

เฉลี่่�ยของการแบ่่งมากกว่่าร้้อยละที่่�กำหนดเมื่่�อเทีียบกัับ
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ข้้อมููลทั้้�งหมดที่่�ใช้้ในการแบ่่งครั้้�งล่่าสุุด จุุดแบ่่งที่่�ได้้จาก

การแบ่่งรููปแบบนี้้�คืือค่่าเฉลี่่�ยที่่�ใช้้ในการแบ่่งครั้้�งต่่างๆ 

	น อกจากนี้้�จะสัังเกตได้้ว่่าวิิธีี head/tail breaks 

ไม่่จำเป็็นต้้องกำหนดจำนวนกลุ่่�มที่่�ใช้้ในการแบ่่งเอง

Figure 1	 Example of heavy-tailed distribution and result of head/tail breaks on heavy-tailed distribution.

 6

 

2.1.7. การจัดกลุ่มข้อมูลด้วยวิธีอัลกอริทึม EM 

วิธีอัลกอริทึม EM เป็นการจัดกลุ่มข้อมูลโดยอาศัยการประมาณพารามิเตอร์ของการแจกแจงในแต่ละกลุ่ม โดยวิธี

การประมาณค่าพารามิเตอร์นั้นเกิดจากการทำสลับกันระหว่าง 2 ขั้นตอนคือ การกำหนดกลุ่มให้กับจุดข้อมูล (expectation 

step หรือ E-step) และการประมาณค่าพารามิเตอร์จากจุดข้อมูลที่อยู่ในกลุ่มที่จัดในขั้นตอนที่แล้ว (maximization step 

หรือ M-step) หรือสามารถเขียนเป็นสมการได้ขั้นตอนได้ดังนี้ 

1. สุ่มค่า  

2. E-step:  ประมาณค่าความน่าจะเป็นที่ข้อมูลจะอยู่ในแต่ละกลุ่ม   โดยใช้พารามิเตอร์ครั้งที่ m 

  ในการประมาณค่า โดยจะได้ฟังก์ชัน Q คือ 

 

 เมื่อ  คือ ข้อมูลที่เก็บได้และ  คือข้อมูลที่สมบูรณ์ 

3. M-step: ประมาณค่า  ที่ให้ค่าฟังก์ชัน  สูงสุด 

 

4. วนซ้ำขั้นตอนที่ 2 และ 3 จนกระทั่งลู่เข้า (converge) [7] 

วิธีอัลกอริทึม EM เป็น soft clustering ซึ่งคือการแบ่งกลุ่มที่ให้ค่าความน่าจะเป็นที่แต่ละจุดข้อมูลจะอยู่ในกลุ่มใด

กลุ่มหนึ่ง ในการวิจัยนี้จัดให้ข้อมูลที่มีอยู่ในกลุ่มที่มีค่าความน่าจะเป็นสูงสุด 

2.2. การศึกษาเปรียบเทียบประสิทธิภาพด้วยวิธีการจำลองข้อมูล 

θ(m=0)

p(x y, θ)
θ(m)

Q(θ θ(m)) = expected logp(X |θ ) = EX|y,θ(m)[logp(X |θ )] = ∫ logp(x θ )p(x y, θ(m))d x

y x

θ Q

θ(m+1) = argma xθQ(θ θ(m))

	 2.1.7	การจัดักลุ่่�มข้อ้มูลูด้ว้ยวิิธีอีัลักอริทิึมึ EM

	 วิิธีีอััลกอริิทึึม EM เป็็นการจััดกลุ่่�มข้้อมููลโดย

อาศัยัการประมาณพารามิิเตอร์์ของการแจกแจงในแต่่ละ

กลุ่่�ม โดยวิิธีีการประมาณค่่าพารามิิเตอร์์นั้้�นเกิิดจากการ

ทำสลัับกัันระหว่่าง 2 ขั้้�นตอนคืือ การกำหนดกลุ่่�มให้้กัับ

จุุดข้้อมููล (expectation step หรืือ E-step) และการ

ประมาณค่าพารามิิเตอร์์จากจุดข้้อมููลที่่�อยู่่�ในกลุ่่�มที่่�จััด

ในขั้้�นตอนที่่�แล้้ว (maximization step หรืือ M-step) 

หรืือสามารถเขีียนเป็็นสมการได้้ขั้้�นตอนได้้ดัังนี้้�

	 1.	สุ่่�มค่ ่า 

	 2.	 E-step: ประมาณค่า่ความน่า่จะเป็น็ที่่�ข้อ้มูลู

จะอยู่่�ในแต่่ละกลุ่่�ม  โดยใช้้พารามิิเตอร์์ครั้้�งที่่� 

 ในการประมาณค่่า โดยจะได้้ฟัังก์์ชััน Q คืือ

	 เมื่่�อ  คืือ ข้้อมููลที่่�เก็็บได้้และ  คืือข้้อมููลที่่�

สมบููรณ์์

	 3.	 M-step: ประมาณค่่า  ที่่�ให้้ค่่าฟัังก์์ชััน  

สููงสุุด

	 4.	วน ซ้้ำขั้้�นตอนที่่� 2 และ 3 จนกระทั่่�งลู่่�เข้้า 

(converge) [7]

	 วิิธีีอััลกอริิทึึม EM เป็็น soft clustering ซึ่่�งคืือ

การแบ่่งกลุ่่�มที่่�ให้้ค่่าความน่่าจะเป็็นที่่�แต่่ละจุุดข้้อมููลจะ

อยู่่�ในกลุ่่�มใดกลุ่่�มหนึ่่�ง ในการวิิจััยนี้้�จััดให้้ข้้อมููลที่่�มีีอยู่่�ใน

กลุ่่�มที่่�มีีค่่าความน่่าจะเป็็นสููงสุุด
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2.2	 การศึึกษาเปรีียบเทีียบประสิิทธิิภาพด้้วยวิิธีีการ 

	 จำลองข้้อมููล

งานวิิจััยนี้้�ได้้ใช้้การจำลองข้้อมููลเพื่่�อจำลองรููปแบบของ

ข้อ้มูลูต่า่งๆ ที่่�อาจพบเจอได้ใ้นข้อ้มูลูจริงิ โดยใช้โ้ปรแกรม 

R ในการจำลองข้้อมููลโดยมีีวิิธีีดำเนิินงานวิิจััยดัังนี้้�

	 2.2.1	สร้้างข้้อมููลตัวแปรเดีียวจำนวน 5000 

ข้้อมูลู จากรูปูแบบพารามิเิตอร์ท์ี่่�กำหนด โดยมีรีูปูแบบ

การสร้้าง 72 รููปแบบ ได้้แก่่ 36 รููปแบบการแจกแจง

ปรกติิแบบผสม และ 36 รู ูปแบบการแจกแจงล็็อก

ปรกติิแบบผสม โดยในแต่่รููปแบบจะทำการทดลองซ้้ำ 

25 รอบเพื่่�อหาค่่าเฉลี่่�ยของความแม่่น

	 โดยในการแจกแจงปรกติิแบบผสมนั้้�น ค่่าส่่วน

เบี่่�ยงเบนมาตรฐานที่่�ใช้้ในการสร้างข้้อมููลจะใช้้ 4 ค่่า

ได้้แก่่ 1, 4, 7 และ 10 ค่่าเฉลี่่�ยของตััวแปรสุ่่�มกลุ่่�ม 

1 (กลุ่่�มที่่�มีีค่่าเฉลี่่�ยน้อยกว่า) หรืือ  จะถููกสุ่่�มค่าทุุก

ครั้้�งที่่�ทำการทดลองซ้้ำด้้วยการใช้้การแจกแจงเอกรููป

ระหว่่าง 0 ถึึง 10 ค่่าเฉลี่่�ยของตััวแปรสุ่่�มกลุ่่�ม 2 (กลุ่่�ม

ที่่�มีีค่่าเฉลี่่�ยมากกว่า) จะมีีค่่าเท่่ากัับค่่าเฉลี่่�ยของตััวแปร

สุ่่�มกลุ่่�ม 1 บวกกับ 0.5, 1 หรืือ 2 เท่่าของค่่าส่่วน

เบี่่�ยงเบนมาตรฐานเพ่ื่�อจำลองความห่างของข้้อมููล 2 

กลุ่่�ม ความน่่าจะเป็็นที่่�ข้้อมููลจะมาจากการแจกแจง

กลุ่่�ม 1  และกลุ่่�ม 2  จะใช้้ 3 ค่่าได้้แก่่ (0.75, 

0.25), (0.5, 0.5) และ (0.25, 0.75) เพื่่�อจำลองสััดส่่วน

ของข้้อมููลที่่�แตกต่่างกััน จากรููปแบบค่าส่่วนเบี่่�ยงเบน

มาตรฐาน 4 ค่่า รููปแบบค่่าเฉลี่่�ยกลุ่่�ม 2 3 ค่่า และความ

น่่าจะเป็็น 3 ค่่า เม่ื่�อคููณกันจึงได้้รููปแบบการทดลอง

ของการแจกแจงปรกติิแบบผสมทั้้�งหมด 36 รููปแบบ 

โดยสามารถสรุปค่าพารามิิเตอร์์ที่่�ใช้ใ้นการทดลองได้้ดังันี้้�

Table 1	 Summary of parameters used for normal mixture distribution data simulations.
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Table 1 Summary of parameters used for normal mixture distribution data simulations 

  

ในการสร้างข้อมูลแจกแจงล็อกปรกติแบบผสมจะใช้การสร้างข้อมูลที่ใกล้เคียงกับการสร้างการแจกแจงปรกติแบบ

ผสม แต่จะกำหนดค่าเฉลี่ยและค่าส่วนเบี่ยงเบนมาตรฐานของการแจงแจง และคำนวณค่าพารามิเตอร์ที่จำเป็นต้องใช้เพื่อให้

ได้การแจกแจงที่มีค่าเฉลี่ยและค่าส่วนเบี่ยงเบนมาตรฐานตามที่ต้องการ  โดยค่าส่วนเบี่ยงเบนมาตรฐานของกลุ่ม 1 ( ) จะ

ใช้ 4 ค่าได้แก่ 1, 4, 7 และ 10  ค่าเฉลี่ยของตัวแปรสุ่มกลุ่ม 1 ( ) จะถูกสุ่มค่าทุกครั้งที่ทำการทดลองซ้ำด้วยการใช้การ

แจกแจงเอกรูประหว่าง 0 ถึง 10 ค่าเฉลี่ยของตัวแปรสุ่มกลุ่ม 2 ( ) จะมีค่าเท่ากับค่าเฉลี่ยของตัวแปรสุ่มกลุ่ม 1 บวกกับ 

0.5, 1 หรือ 2 เท่าของค่าส่วนเบี่ยงเบนมาตรฐานเพื่อจำลองความห่างของข้อมูล 2 กลุ่ม ความน่าจะเป็นที่ข้อมูลจะมาจากการ

แจกแจงกลุ่ม 1 และกลุ่ม 2 จะใช้ 3 ค่าได้แก่  (0.75, 0.25), (0.5, 0.5) และ (0.25, 0.75) ซึ่งการคำนวณค่าพารามิเตอร์ , 

 และ  มีวิธีคำนวณดังนี้ 

 

 

(0,10) 1, 4, 7, 10 0.75 0.25

(0,10) 1, 4, 7, 10 0.5 0.5

(0,10) 1, 4, 7, 10 0.25 0.75

(0,10) 1, 4, 7, 10 0.75 0.25

(0,10) 1, 4, 7, 10 0.5 0.5

(0,10) 1, 4, 7, 10 0.25 0.75

(0,10) 1, 4, 7, 10 0.75 0.25

(0,10) 1, 4, 7, 10 0.5 0.5

(0,10) 1, 4, 7, 10 0.25 0.75

μ1 μ2 σ ω1 ω2

sd1
m1
m2

μ1
μ2 σ

μ1 = log
m12

sd1
2 + m12

μ2 = log(
m22

[(eσ2 − 1)m22] + m22

)

u1 + 0.5σ

u1 + 0.5σ

u1 + 0.5σ

u1 + σ

u1 + σ

u1 + σ

u1 + 2σ

u1 + 2σ

u1 + 2σ

u1 u2 ω1 ω2
σ
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	 ในการสร้างข้้อมููลแจกแจงล็็อกปรกติแบบ

ผสมจะใช้้การสร้้างข้้อมููลที่่�ใกล้้เคีียงกัับการสร้้างการ

แจกแจงปรกติิแบบผสม แต่่จะกำหนดค่่าเฉลี่่�ยและค่่า

ส่่วนเบี่่�ยงเบนมาตรฐานของการแจงแจง และคำนวณค่่า

พารามิิเตอร์์ที่่�จำเป็็นต้องใช้้เพื่่�อให้้ได้้การแจกแจงที่่�มีีค่่า

เฉลี่่�ยและค่่าส่่วนเบี่่�ยงเบนมาตรฐานตามที่่�ต้้องการ โดย

ค่่าส่่วนเบี่่�ยงเบนมาตรฐานของกลุ่่�ม 1 (sd1) จะใช้้ 4 ค่่า

ได้้แก่่ 1, 4, 7 และ 10 ค่่าเฉลี่่�ยของตััวแปรสุ่่�มกลุ่่�ม 1  

(m1) จะถููกสุ่่�มค่่าทุุกครั้้�งที่่�ทำการทดลองซ้้ำด้้วยการใช้้

การแจกแจงเอกรูปูระหว่า่ง 0 ถึงึ 10 ค่า่เฉลี่่�ยของตัวัแปร

สุ่่�มกลุ่่�ม 2  (m2) จะมีีค่่าเท่่ากัับค่าเฉลี่่�ยของตััวแปรสุ่่�ม

กลุ่่�ม 1 บวกกัับ 0.5, 1 หรืือ 2 เท่่าของค่่าส่่วนเบี่่�ยงเบน

มาตรฐานเพื่่�อจำลองความห่่างของข้้อมููล 2 กลุ่่�ม ความ

น่า่จะเป็น็ที่่�ข้อ้มููลจะมาจากการแจกแจงกลุ่่�ม 1 และกลุ่่�ม 

2 จะใช้้ 3 ค่่าได้้แก่่ (0.75, 0.25), (0.5, 0.5) และ (0.25, 

0.75) ซึ่่�งการคำนวณค่่าพารามิิเตอร์์ u1, u2 และ σ มีี

วิิธีีคำนวณดัังนี้้�
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โดยค่าส่วนเบี่ยงเบนมาตรฐานของกลุ่ม 2 จะไม่กำหนดเนื่องจากต้องการให้ใช้ค่าพารามิเตอร์  เดียวกันเพื่อให้ข้อมูลมี

ลักษณะเป็นฐานนิยมเดียว โดยรูปแบบการทดลองของการแจกแจงล็อกปรกติแบบผสมจะมีทั้งหมด 36 รูปแบบเช่นเดียวกัน

กับการแจกแจงปรกติแบบผสม โดยสามารถสรุปค่าที่พารามิเตอร์ใช้ในการทดลองได้ดังนี้ 

Table 2 Summary of parameters used for log-normal mixture distribution data simulations 

โดยในการจำลองข้อมูลได้มีการเก็บข้อมูลว่าจุดข้อมูลนั้นมาจากการแจกแจงกลุ่ม 1 หรือกลุ่ม 2 เพื่อใช้ในการวัด

ความแม่น แต่วิธีการแบ่งที่ใช้ในการแบ่งข้อมูลนั้นจะไม่ทราบว่าข้อมูลนั้นมาจากการแจกแจงใด 

2.2.2. ใช้วิธีการแบ่งข้อมูลได้แก่ วิธีการแบ่งช่วงธรรมชาติเจงค์แบบซ้ำที่หยุดเมื่อจุดแบ่งเปลี่ยนแปลงน้อยกว่าร้อยละ 

0.05, 0.1, และ 0.2, วิธีการแบ่งช่วงธรรมชาติเจงค์โดยระบุจำนวนกลุ่มคือ 2 , วิธี head/tail breaks ที่ใช้จุดแบ่งแรกและจุด

แบ่งที่ 2 ในการแบ่ง และวิธีจัดกลุ่มข้อมูลด้วย EM ในการแบ่งข้อมูลเพื่อให้ได้จุดแบ่งเพื่อแบ่งข้อมูลออกเป็น 2 กลุ่ม โดยใช้จุด

แบ่งข้อมูลให้ค่าที่น้อยกว่าจุดที่ใช้แบ่งอยู่ในกลุ่ม 1 และค่าที่มากกว่าอยู่ในกลุ่ม 2  

2.2.3. คำนวณค่าความแม่นโดยใช้ค่าความแม่น 3 รูปแบบเพื่อวัดประสิทธิภาพของวิธีแบ่ง 

σ = log(1 +
sd1

2

m12 )
σ

(0,10) 1, 4, 7, 10 0.75 0.25

(0,10) 1, 4, 7, 10 0.5 0.5

(0,10) 1, 4, 7, 10 0.25 0.75

(0,10) 1, 4, 7, 10 0.75 0.25

(0,10) 1, 4, 7, 10 0.5 0.5

(0,10) 1, 4, 7, 10 0.25 0.75

(0,10) 1, 4, 7, 10 0.75 0.25

(0,10) 1, 4, 7, 10 0.5 0.5

(0,10) 1, 4, 7, 10 0.25 0.75

m2 sd1 ω2ω1 m1
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Table 1 Summary of parameters used for normal mixture distribution data simulations 

  

ในการสร้างข้อมูลแจกแจงล็อกปรกติแบบผสมจะใช้การสร้างข้อมูลที่ใกล้เคียงกับการสร้างการแจกแจงปรกติแบบ

ผสม แต่จะกำหนดค่าเฉลี่ยและค่าส่วนเบี่ยงเบนมาตรฐานของการแจงแจง และคำนวณค่าพารามิเตอร์ที่จำเป็นต้องใช้เพื่อให้

ได้การแจกแจงที่มีค่าเฉลี่ยและค่าส่วนเบี่ยงเบนมาตรฐานตามที่ต้องการ  โดยค่าส่วนเบี่ยงเบนมาตรฐานของกลุ่ม 1 ( ) จะ

ใช้ 4 ค่าได้แก่ 1, 4, 7 และ 10  ค่าเฉลี่ยของตัวแปรสุ่มกลุ่ม 1 ( ) จะถูกสุ่มค่าทุกครั้งที่ทำการทดลองซ้ำด้วยการใช้การ

แจกแจงเอกรูประหว่าง 0 ถึง 10 ค่าเฉลี่ยของตัวแปรสุ่มกลุ่ม 2 ( ) จะมีค่าเท่ากับค่าเฉลี่ยของตัวแปรสุ่มกลุ่ม 1 บวกกับ 

0.5, 1 หรือ 2 เท่าของค่าส่วนเบี่ยงเบนมาตรฐานเพื่อจำลองความห่างของข้อมูล 2 กลุ่ม ความน่าจะเป็นที่ข้อมูลจะมาจากการ

แจกแจงกลุ่ม 1 และกลุ่ม 2 จะใช้ 3 ค่าได้แก่  (0.75, 0.25), (0.5, 0.5) และ (0.25, 0.75) ซึ่งการคำนวณค่าพารามิเตอร์ , 

 และ  มีวิธีคำนวณดังนี้ 

 

 

(0,10) 1, 4, 7, 10 0.75 0.25

(0,10) 1, 4, 7, 10 0.5 0.5

(0,10) 1, 4, 7, 10 0.25 0.75

(0,10) 1, 4, 7, 10 0.75 0.25

(0,10) 1, 4, 7, 10 0.5 0.5

(0,10) 1, 4, 7, 10 0.25 0.75

(0,10) 1, 4, 7, 10 0.75 0.25

(0,10) 1, 4, 7, 10 0.5 0.5

(0,10) 1, 4, 7, 10 0.25 0.75

μ1 μ2 σ ω1 ω2

sd1
m1
m2

μ1
μ2 σ

μ1 = log
m12

sd1
2 + m12

μ2 = log(
m22

[(eσ2 − 1)m22] + m22

)

	 โดยค่่าส่่วนเบี่่�ยงเบนมาตรฐานของกลุ่่�ม 2 จะไม่่

กำหนดเนื่่�องจากต้อ้งการให้ใ้ช้ค้่า่พารามิเิตอร์ ์σ เดีียวกันั

เพื่่�อให้ข้้อ้มูลูมีลีักัษณะเป็น็ฐานนิยมเดียีว โดยรูปูแบบการ

ทดลองของการแจกแจงล็อ็กปรกติแบบผสมจะมีทีั้้�งหมด 

36 รููปแบบเช่่นเดีียวกันกัับการแจกแจงปรกติแบบผสม 

โดยสามารถสรุปค่าที่่�พารามิิเตอร์์ใช้ใ้นการทดลองได้้ดังันี้้�
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Table 2	 Summary of parameters used for log-normal mixture distribution data simulations.
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โดยค่าส่วนเบี่ยงเบนมาตรฐานของกลุ่ม 2 จะไม่กำหนดเนื่องจากต้องการให้ใช้ค่าพารามิเตอร์  เดียวกันเพื่อให้ข้อมูลมี

ลักษณะเป็นฐานนิยมเดียว โดยรูปแบบการทดลองของการแจกแจงล็อกปรกติแบบผสมจะมีทั้งหมด 36 รูปแบบเช่นเดียวกัน

กับการแจกแจงปรกติแบบผสม โดยสามารถสรุปค่าที่พารามิเตอร์ใช้ในการทดลองได้ดังนี้ 

Table 2 Summary of parameters used for log-normal mixture distribution data simulations 

โดยในการจำลองข้อมูลได้มีการเก็บข้อมูลว่าจุดข้อมูลนั้นมาจากการแจกแจงกลุ่ม 1 หรือกลุ่ม 2 เพื่อใช้ในการวัด

ความแม่น แต่วิธีการแบ่งที่ใช้ในการแบ่งข้อมูลนั้นจะไม่ทราบว่าข้อมูลนั้นมาจากการแจกแจงใด 

2.2.2. ใช้วิธีการแบ่งข้อมูลได้แก่ วิธีการแบ่งช่วงธรรมชาติเจงค์แบบซ้ำที่หยุดเมื่อจุดแบ่งเปลี่ยนแปลงน้อยกว่าร้อยละ 

0.05, 0.1, และ 0.2, วิธีการแบ่งช่วงธรรมชาติเจงค์โดยระบุจำนวนกลุ่มคือ 2 , วิธี head/tail breaks ที่ใช้จุดแบ่งแรกและจุด

แบ่งที่ 2 ในการแบ่ง และวิธีจัดกลุ่มข้อมูลด้วย EM ในการแบ่งข้อมูลเพื่อให้ได้จุดแบ่งเพื่อแบ่งข้อมูลออกเป็น 2 กลุ่ม โดยใช้จุด

แบ่งข้อมูลให้ค่าที่น้อยกว่าจุดที่ใช้แบ่งอยู่ในกลุ่ม 1 และค่าที่มากกว่าอยู่ในกลุ่ม 2  

2.2.3. คำนวณค่าความแม่นโดยใช้ค่าความแม่น 3 รูปแบบเพื่อวัดประสิทธิภาพของวิธีแบ่ง 

σ = log(1 +
sd1

2

m12 )
σ

(0,10) 1, 4, 7, 10 0.75 0.25

(0,10) 1, 4, 7, 10 0.5 0.5

(0,10) 1, 4, 7, 10 0.25 0.75

(0,10) 1, 4, 7, 10 0.75 0.25

(0,10) 1, 4, 7, 10 0.5 0.5

(0,10) 1, 4, 7, 10 0.25 0.75

(0,10) 1, 4, 7, 10 0.75 0.25

(0,10) 1, 4, 7, 10 0.5 0.5

(0,10) 1, 4, 7, 10 0.25 0.75

m2 sd1 ω2ω1 m1

m1 + 2sd1

m1 + 2sd1

m1 + 2sd1

m1 + sd1

m1 + sd1

m1 + sd1

m1 + 0.5sd1

m1 + 0.5sd1

m1 + 0.5sd1

	 โดยในการจำลองข้้อมููลได้้มีีการเก็็บข้้อมููลว่่าจุุด

ข้้อมููลนั้้�นมาจากการแจกแจงกลุ่่�ม 1 หรืือกลุ่่�ม 2 เพื่่�อใช้้

ในการวััดความแม่่น แต่่วิิธีีการแบ่่งที่่�ใช้้ในการแบ่่งข้้อมููล

นั้้�นจะไม่่ทราบว่่าข้้อมููลนั้้�นมาจากการแจกแจงใด

	 2.2.2	ใช้ว้ิธีิีการแบ่ง่ข้อ้มูลูได้แ้ก่ ่วิธีกีารแบ่ง่ช่ว่ง 

ธรรมชาติิเจงค์์แบบซ้้ำที่่�หยุุดเม่ื่�อจุุดแบ่่งเปลี่่�ยนแปลง

น้้อยกว่่าร้้อยละ 0.05, 0.1, และ 0.2, วิิธีีการแบ่่งช่่วง

ธรรมชาติิเจงค์์โดยระบุุจำนวนกลุ่่�มคืือ 2 , วิิธีี head/

tail breaks ที่่�ใช้้จุุดแบ่่งแรกและจุุดแบ่่งที่่� 2 ในการ

แบ่่ง และวิิธีีจััดกลุ่่�มข้้อมููลด้้วย EM ในการแบ่่งข้้อมููล

เพื่่�อให้้ได้จุุ้ดแบ่่งเพ่ื่�อแบ่่งข้อ้มููลออกเป็็น 2 กลุ่่�ม โดยใช้้

จุุดแบ่่งข้้อมููลให้้ค่่าที่่�น้้อยกว่่าจุุดที่่�ใช้้แบ่่งอยู่่�ในกลุ่่�ม 1 

และค่่าที่่�มากกว่่าอยู่่�ในกลุ่่�ม 2 

	 2.2.3	คำนวณค่่าความแม่่นโดยใช้้ค่่าความ

แม่่น 3 รููปแบบเพื่่�อวััดประสิิทธิิภาพของวิิธีีแบ่่ง

	 (1) ความแม่่นในการแบ่่งกลุ่่�มข้้อมููลทั้้�งหมดคืือ

จำนวนข้้อมููลที่่�แบ่่งกลุ่่�มถููกต้้องหารด้้วยจำนวนข้้อมููล

ทั้้�งหมด

	 (2) ความแม่่นในการแบ่่งกลุ่่�ม 1 คืือ จำนวน

ข้้อมููลกลุ่่�ม 1 ที่่�แบ่่งกลุ่่�มถูกต้องหารด้้วยจำนวนข้อมููล

กลุ่่�ม 1

	 (3) ความแม่่นในการแบ่่งกลุ่่�ม 2 คืือ จำนวน

ข้้อมููลกลุ่่�ม 2 ที่่�แบ่่งกลุ่่�มถูกต้องหารด้้วยจำนวนข้อมููล

กลุ่่�ม 2

m1 m2 ω1 ω2sd1
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3. ผลการวิิจััย
	 จากการทดสอบประสิิทธิิภาพวิิธีีการแบ่่งช่่วง

ธรรมชาติิเจงค์์แบบซ้้ำ โดยเปรีียบเทีียบกัับการแบ่่งกลุ่่�ม 

3 วิิธีีได้้แก่่ วิิธีีการแบ่่งช่่วงธรรมชาติิเจงค์์,วิิธีี head/tail 

break, และ วิิธีีจััดกลุ่่�มข้อมููลด้้วยอััลกอริิทึึม EM ด้้วย

การจำลองข้้อมููล 72 รููปแบบ รููปแบบละ 5000 หน่่วย

ข้้อมููล โดยจำลองข้้อมููลการแจกแจง 2 รููปแบบ ได้้แก่่

การแจงแจงปรกติแบบผสม 2 กลุ่่�มและการแจกแจงล็อ็ก

ปรกติแบบผสม 2 กลุ่่�ม จากการทดลองได้้ค้้นพบว่าค่่า

ส่่วนเบี่่�ยงเบนมาตรฐานไม่่ส่่งผลต่่อความแม่่นและให้้ผล

การทดลองที่่�ใกล้้เคีียงกััน จึึงเลืือกนำเสนอในรููปแบบค่่า

เฉลี่่�ยความแม่่นของการทดลองทั้้�ง 4 ค่่าส่่วนเบี่่�ยงเบน

มาตรฐาน โดยยังคงแยกความห่างระหว่่างค่่าเฉลี่่�ยของ

กลุ่่�มและความน่่าจะเป็็นของที่่�ข้้อมููลจะเป็็นกลุ่่�ม 1 และ

กลุ่่�ม 2 ในการนำเสนอ

3.1	 การแจกแจงปรกติิแบบผสม

	ก ารทดสอบในการแจงแจงปรกติแิบบผสมนั้้�นวิธิีี 

head/tail breaks ไม่่ได้้ให้้จุุดแบ่่งที่่�สองเนื่่�องจากในทุุก

การแจกแจงนั้้�นเม่ื่�อแบ่่งครั้้�งแรกข้อมููลส่่วนหัวมีจำนวน

มากกว่า่ร้อ้ยละ 40 ในทุกุกรณี ีจึงึไม่ม่ีกีารนำเสนอในผล

ของการแจงแจงปรกติิแบบผสม

Table 3	 Average overall accuracy for normal mixture distribution.

 11

Table 3 Average overall accuracy for normal mixture distribution 

ในการแบ่งข้อมูลการแจงแจงปรกติแบบผสมน้ันเปน็ที่ชัดเจนว่าวิธีการแบ่งช่วงธรรมชาติเจงคแ์บบซ้ำนั้นไมเ่หมาะสม

กับการนำมาใช้แบ่งข้อมูลท่ีมีการแจกแจงรูปแบบน้ีไม่ว่าจะใช้ค่าร้อยละในการหยุดเท่าไหร่ก็ตามเนื่องจากความแม่นในการแบ่ง

นั้นต่ำกว่าวิธีการแบ่งรูปแบบอื่น ยกเว้นในกรณีที่ข้อมูลส่วนใหญ่นั้นอยู่ในกลุ่ม 2 ซึ่งคือกลุ่มที่มีค่าเฉลี่ยสูงกว่า  

โดยกรณีที่ข้อมูลมีความน่าจะเป็นกลุ่ม 1 เท่ากับ 0.75 และ 0.5 วิธีการแบ่งช่วงธรรมชาติเจงค์แบบซ้ำทุกค่าร้อยละ

ให้ความแม่นต่ำกว่าการแบ่งกลุ่มที่ให้ความแม่นสูงสุดถึง 0.27 โดยเฉลี่ย แต่กรณีที่ข้อมูลมีความน่าจะเป็นกลุ่ม 1 เท่ากับ 0.25 

วิธีการแบ่งช่วงธรรมชาติเจงค์แบบซ้ำให้ความแม่นสูงสุดยกเว้นเมื่อความห่างระหว่างค่าเฉลี่ยข้อมูลเท่ากับ 2 

ในการแบ่งข้อมูลที่กลุ่ม 1 มีจำนวนมากกว่าหรือข้อมูลแต่ละกลุ่มมีจำนวนเท่ากัน วิธีการแบ่งช่วงธรรมชาติเจงค์และ

การใช้จุดแบ่งแรกของวิธี head/tail break ซึ่งคือการใช้ค่าเฉลี่ยของข้อมูลในการแบ่งจะมีประสิทธิภาพใกล้เคียงกับวิธีแบ่งที่ดี

ที่สุดหรือเป็นวิธีดีที่สุดหากข้อมูลนั้นมีความห่างของค่าเฉลี่ยกลุ่มไม่มาก  

หากข้อมูลนั้นมีความห่างของค่าเฉลี่ยกลุ่มสูงวิธีแบ่งกลุ่มด้วย EM จะมีประสิทธิภาพมากที่สุดหรือใกล้เคียงไม่ว่า

ข้อมูลในแต่ละกลุ่มจะมีเท่ากันหรือไม่ก็ตาม 

Mean Gap Repeated 

Jenks 0.05

Repeated 

Jenks 0.1

Repeated 

Jenks 0.2

Jenks Head-tail 

1st break

EM

0.5 0.75 0.2817 0.3004 0.3225 0.5748 0.5745 0.5284

0.5 0.5 0.5207 0.5279 0.5359 0.5976 0.5979 0.5335

0.5 0.25 0.7473 0.7411 0.7323 0.5742 0.5731 0.5399

1 0.75 0.2931 0.3222 0.3452 0.6477 0.6422 0.607

1 0.5 0.5333 0.5506 0.5661 0.6902 0.69 0.5768

1 0.25 0.7649 0.7639 0.765 0.6483 0.6427 0.5935

2 0.75 0.2969 0.3247 0.3589 0.796 0.7525 0.8596

2 0.5 0.5472 0.5685 0.5923 0.8412 0.8412 0.831

2 0.25 0.7842 0.7981 0.8111 0.7938 0.7516 0.8636

ω1

	 ในการแบ่ง่ข้อ้มูลูการแจงแจงปรกติแิบบผสมนั้้�น

เป็็นที่่�ชััดเจนว่าวิิธีีการแบ่่งช่่วงธรรมชาติิเจงค์์แบบซ้้ำนั้้�น

ไม่่เหมาะสมกับการนำมาใช้้แบ่่งข้้อมููลที่่�มีีการแจกแจง

รููปแบบนี้้�ไม่่ว่่าจะใช้้ค่่าร้้อยละในการหยุุดเท่่าไหร่่ก็็ตาม

เนื่่�องจากความแม่่นในการแบ่่งนั้้�นต่่ำกว่าวิิธีีการแบ่่งรููป

แบบอื่่�น ยกเว้้นในกรณีีที่่�ข้้อมููลส่่วนใหญ่่นั้้�นอยู่่�ในกลุ่่�ม 

2 ซึ่่�งคืือกลุ่่�มที่่�มีีค่่าเฉลี่่�ยสููงกว่่า 

	 โดยกรณีทีี่่�ข้อ้มูลูมีคีวามน่า่จะเป็น็กลุ่่�ม 1 เท่า่กับั 

0.75 และ 0.5 วิิธีีการแบ่่งช่่วงธรรมชาติิเจงค์์แบบซ้้ำทุุก

ค่่าร้้อยละให้้ความแม่่นต่่ำกว่่าการแบ่่งกลุ่่�มที่่�ให้้ความ
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แม่่นสููงสุุดถึึง 0.27 โดยเฉลี่่�ย แต่่กรณีีที่่�ข้้อมููลมีีความน่่า

จะเป็น็กลุ่่�ม 1 เท่า่กับั 0.25 วิธิีกีารแบ่ง่ช่ว่งธรรมชาติเิจงค์์

แบบซ้้ำให้้ความแม่่นสููงสุุดยกเว้้นเม่ื่�อความห่างระหว่่าง

ค่่าเฉลี่่�ยข้้อมููลเท่่ากัับ 2

	 ในการแบ่ง่ข้อ้มูลูที่่�กลุ่่�ม 1 มีจีำนวนมากกว่าหรืือ

ข้อ้มูลูแต่ล่ะกลุ่่�มมีจีำนวนเท่า่กันั วิธิีกีารแบ่ง่ช่ว่งธรรมชา

ติเิจงค์แ์ละการใช้จุ้ดุแบ่ง่แรกของวิธิี ีhead/tail break ซึ่่�ง

คืือการใช้ค้่า่เฉลี่่�ยของข้อ้มูลูในการแบ่ง่จะมีปีระสิทิธิภิาพ

ใกล้เคีียงกัับวิิธีีแบ่่งที่่�ดีีที่่�สุุดหรืือเป็็นวิิธีีดีีที่่�สุุดหากข้อมููล

นั้้�นมีีความห่่างของค่่าเฉลี่่�ยกลุ่่�มไม่่มาก 

	 หากข้้อมููลนั้้�นมีีความห่่างของค่่าเฉลี่่�ยกลุ่่�มสููง

วิิธีีแบ่่งกลุ่่�มด้วย EM จะมีีประสิิทธิิภาพมากที่่�สุุดหรืือ 

ใกล้เ้คียีงไม่ว่่า่ข้อ้มูลูในแต่ล่ะกลุ่่�มจะมีเีท่า่กันัหรืือไม่ก่็ต็าม

Table 4	 Average group 1 accuracy for normal mixture distribution.
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Table 4 Average group 1 accuracy for normal mixture distribution 

Table 5 Average group 2 accuracy for normal mixture distribution 

Mean Gap Repeated 

Jenks 0.05

Repeated 

Jenks 0.1

Repeated 

Jenks 0.2

Jenks Head-tail 

1st break

EM

0.5 0.75 0.0471 0.0772 0.1127 0.5504 0.5499 0.52

0.5 0.5 0.0648 0.0992 0.1316 0.5986 0.5982 0.5181

0.5 0.25 0.0721 0.1055 0.1589 0.642 0.6437 0.5267

1 0.75 0.0597 0.1021 0.1354 0.6085 0.5985 0.6258

1 0.5 0.0771 0.1264 0.1686 0.6906 0.6902 0.6177

1 0.25 0.1105 0.1563 0.2141 0.7653 0.7735 0.5597

2 0.75 0.0618 0.0994 0.1454 0.7603 0.692 0.9174

2 0.5 0.0968 0.1421 0.1922 0.8403 0.8406 0.8352

2 0.25 0.1433 0.2288 0.3001 0.9019 0.9331 0.6931

ω1

Mean Gap Repeated 

Jenks 0.05

Repeated 

Jenks 0.1

Repeated 

Jenks 0.2

Jenks Head-tail 

1st break

EM

0.5 0.75 0.9844 0.969 0.9508 0.6479 0.6483 0.5532

0.5 0.5 0.9758 0.9559 0.9394 0.5967 0.5976 0.5489

0.5 0.25 0.9727 0.9534 0.9239 0.5516 0.5496 0.5441

1 0.75 0.9938 0.9828 0.9755 0.7658 0.7737 0.549

1 0.5 0.9895 0.9748 0.9635 0.6898 0.69 0.5376

1 0.25 0.9836 0.9668 0.9489 0.6093 0.599 0.6054

2 0.75 0.9996 0.9986 0.9972 0.9027 0.9334 0.6866

2 0.5 0.999 0.9963 0.9937 0.8422 0.842 0.8268

2 0.25 0.9979 0.9879 0.9816 0.7578 0.6911 0.9203

ω1
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Table 4 Average group 1 accuracy for normal mixture distribution 

Table 5 Average group 2 accuracy for normal mixture distribution 

Mean Gap Repeated 

Jenks 0.05

Repeated 

Jenks 0.1

Repeated 

Jenks 0.2

Jenks Head-tail 

1st break

EM

0.5 0.75 0.0471 0.0772 0.1127 0.5504 0.5499 0.52

0.5 0.5 0.0648 0.0992 0.1316 0.5986 0.5982 0.5181

0.5 0.25 0.0721 0.1055 0.1589 0.642 0.6437 0.5267

1 0.75 0.0597 0.1021 0.1354 0.6085 0.5985 0.6258

1 0.5 0.0771 0.1264 0.1686 0.6906 0.6902 0.6177

1 0.25 0.1105 0.1563 0.2141 0.7653 0.7735 0.5597

2 0.75 0.0618 0.0994 0.1454 0.7603 0.692 0.9174

2 0.5 0.0968 0.1421 0.1922 0.8403 0.8406 0.8352

2 0.25 0.1433 0.2288 0.3001 0.9019 0.9331 0.6931

ω1

Mean Gap Repeated 

Jenks 0.05

Repeated 

Jenks 0.1

Repeated 

Jenks 0.2

Jenks Head-tail 

1st break

EM

0.5 0.75 0.9844 0.969 0.9508 0.6479 0.6483 0.5532

0.5 0.5 0.9758 0.9559 0.9394 0.5967 0.5976 0.5489

0.5 0.25 0.9727 0.9534 0.9239 0.5516 0.5496 0.5441

1 0.75 0.9938 0.9828 0.9755 0.7658 0.7737 0.549

1 0.5 0.9895 0.9748 0.9635 0.6898 0.69 0.5376

1 0.25 0.9836 0.9668 0.9489 0.6093 0.599 0.6054

2 0.75 0.9996 0.9986 0.9972 0.9027 0.9334 0.6866

2 0.5 0.999 0.9963 0.9937 0.8422 0.842 0.8268

2 0.25 0.9979 0.9879 0.9816 0.7578 0.6911 0.9203

ω1

	 ในทุกุกรณีวีิธิีกีารแบ่ง่ช่ว่งธรรมชาติเิจงค์แ์บบซ้้ำ

ให้้ความแม่่นในการแบ่่งกลุ่่�ม 1 ต่่ำสุุดทั้้�ง 3 รููปแบบโดย

ความแม่่นจะลดลงเมื่่�อค่่าร้้อยละที่่�ใช้้ในการแบ่่งลดลง 

และวิิธีีการแบ่่งช่่วงธรรมชาติิเจงค์์แบบซ้้ำให้้ความแม่่น

ในการแบ่่งกลุ่่�ม 2 สููงสุุดทั้้�ง 3 รููปแบบโดยความแม่่นจะ

เพิ่่�มขึ้้�นเมื่่�อค่่าร้้อยละที่่�ใช้้ในการแบ่่งลดลง

	ถึ งึแม้ว้่า่วิธิีกีารแบ่ง่ช่ว่งธรรมชาติเิจงค์แ์บบซ้ำ้จะ

ไม่่มีีประสิิทธิิภาพในการแบ่่งกลุ่่�มในกรณีีทั่่�วไป แต่่หาก 

ผู้้�ใช้้ให้้ความสำคััญต่่อความแม่่นในการแบ่่งกลุ่่�ม 2 

มากกว่่าความแม่่นทั้้�งหมด สามารถนำวิิธีีการแบ่่งช่่วง

ธรรมชาติิเจงค์์แบบซ้้ำมาใช้้เป็็นวิิธีีการแบ่่งข้้อมููลได้้ โดย

การใช้้ค่่าร้้อยละในการหยุุดที่่� 0.2 จะเหมาะสมที่่�สุุด 

เนื่่�องจากให้้ความแม่่นกลุ่่�ม 2 สููงโดยไม่่เสีียความแม่่น

ของกลุ่่�ม 1 มากเมื่่�อเทีียบกัับการใช้้ค่่าร้้อยละที่่�น้้อยกว่่า

	 เป็็นที่่�สัังเกตว่่าวิิธีีจััดกลุ่่�มด้้วยอััลกอริิทึึม EM 

นั้้�นเกิิดการไม่่ลู่่�เข้้า 1 ครั้้�ง ในการทดลองเมื่่�อความห่าง

ระหว่่างค่่าเฉลี่่�ยเท่่ากัับ 0.5 ความน่่าจะเป็็นกลุ่่�ม 1 

เท่่ากัับ 0.75 และค่่าส่่วนเบี่่�ยงเบนมาตรฐานของกลุ่่�มที่่� 

1 เท่่ากัับ 1
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3.2	 การแจกแจงล็็อกปรกติิแบบผสม

Table 6	 Average overall accuracy for log-normal mixture distribution.

 13

ในทุกกรณีวิธีการแบ่งช่วงธรรมชาติเจงค์แบบซ้ำให้ความแม่นในการแบ่งกลุ่ม 1 ต่ำสุดทั้ง 3 รูปแบบโดยความแม่นจะ

ลดลงเมื่อค่าร้อยละที่ใช้ในการแบ่งลดลง และวิธีการแบ่งช่วงธรรมชาติเจงค์แบบซ้ำให้ความแม่นในการแบ่งกลุ่ม 2 สูงสุดทั้ง 3 

รูปแบบโดยความแม่นจะเพิ่มขึ้นเมื่อค่าร้อยละที่ใช้ในการแบ่งลดลง 

ถึงแม้ว่าวิธีการแบ่งช่วงธรรมชาติเจงค์แบบซ้ำจะไม่มีประสิทธิภาพในการแบ่งกลุ่มในกรณีทั่วไป แต่หากผู้ใช้ให้ความ

สำคัญต่อความแม่นในการแบ่งกลุ่ม 2 มากกว่าความแม่นทั้งหมด  สามารถนำวิธีการแบ่งช่วงธรรมชาติเจงค์แบบซ้ำมาใช้เป็น

วิธีการแบ่งข้อมูลได้ โดยการใช้ค่าร้อยละในการหยุดที่ 0.2 จะเหมาะสมที่สุด เนื่องจากให้ความแม่นกลุ่ม 2 สูงโดยไม่เสียความ

แม่นของกลุ่ม 1 มากเมื่อเทียบกับการใช้ค่าร้อยละที่น้อยกว่า 

เป็นที่สังเกตว่าวิธีจัดกลุ่มด้วยอัลกอริทึม EM นั้นเกิดการไม่ลู่เข้า 1 ครั้ง ในการทดลองเมื่อความห่างระหว่างค่าเฉลี่ย

เท่ากับ 0.5 ความน่าจะเป็นกลุ่ม 1 เท่ากับ 0.75 และค่าส่วนเบี่ยงเบนมาตรฐานของกลุ่มที่ 1 เท่ากับ 1 

 3.2. การแจกแจงล็อกปรกติแบบผสม 

Table 6 Average overall accuracy for log-normal mixture distribution 

ในวิธีแบ่งกลุ่มข้อมูลการแจกแจงล็อกปรกติแบบผสมนั้นประสิทธิภาพของวิธีการแบ่งช่วงธรรมชาติเจงค์แบบซ้ำนั้นมี

ความหลากหลายโดยขึ้นอยู่กับอัตราส่วนของกลุ่มข้อมูลเป็นหลัก 

ในกลุ่มที่มีข้อมูลกลุ่ม 1 จำนวนมากกว่า การแบ่งโดยใช้จุดแบ่งที่ 2 ของวิธี head/tail break มีประสิทธิภาพที่สุด

โดยความแม่นนั้นเกิดขึ้นจากกการแบ่งข้อมูลกลุ่ม 1 ถูกต้องเป็นส่วนใหญ่โดยเสียเปรียบที่ความแม่นกลุ่ม 2 น้อย ในขณะวิธี

การแบ่งช่วงธรรมชาติเจงค์แบบซ้ำมีประสิทธิภาพต่ำ ไม่เหมาะสมกับการนำมาแบ่งข้อมูลที่มีกลุ่ม 1 จำนวนมาก 

Mean 

Gap

Repeated 

Jenks 

0.05

Repeated 

Jenks 0.1

Repeated 

Jenks 0.2

Jenks Head-tail 

1st break

Head-tail 

2nd 

break

EM

0.5 0.75 0.5532 0.5901 0.6315 0.7182 0.6647 0.7403 0.6625

0.5 0.5 0.5748 0.5792 0.5764 0.5416 0.5881 0.5379 0.5108

0.5 0.25 0.5785 0.5407 0.4989 0.3665 0.4766 0.321 0.3049

1 0.75 0.5827 0.6311 0.6721 0.7414 0.7105 0.7646 0.7038

1 0.5 0.6145 0.6207 0.6183 0.5732 0.6389 0.5454 0.5308

1 0.25 0.6118 0.5786 0.533 0.3726 0.5041 0.3294 0.3683

2 0.75 0.6589 0.6987 0.7371 0.7856 0.7821 0.7919 0.7559

2 0.5 0.6765 0.6919 0.6952 0.6126 0.712 0.5747 0.6378

2 0.25 0.6386 0.6188 0.5659 0.3904 0.5355 0.3236 0.4606

ω1

	 ในวิธิีแีบ่ง่กลุ่่�มข้อมูลูการแจกแจงล็อ็กปรกติแบบ

ผสมนั้้�นประสิิทธิิภาพของวิิธีีการแบ่่งช่่วงธรรมชาติิเจงค์์

แบบซ้้ำนั้้�นมีีความหลากหลายโดยขึ้้�นอยู่่�กับอััตราส่่วน

ของกลุ่่�มข้้อมููลเป็็นหลััก

	 ในกลุ่่�มที่่�มีีข้้อมููลกลุ่่�ม 1 จำนวนมากกว่า การ

แบ่่งโดยใช้้จุุดแบ่่งที่่� 2 ของวิิธีี head/tail break มีี

ประสิทิธิภิาพที่่�สุดุโดยความแม่น่นั้้�นเกิิดขึ้้�นจากกการแบ่ง่

ข้อ้มูลูกลุ่่�ม 1 ถูกูต้อ้งเป็น็ส่วนใหญ่่โดยเสีียเปรียบที่่�ความ

แม่่นกลุ่่�ม 2 น้้อย ในขณะวิิธีีการแบ่่งช่่วงธรรมชาติิเจงค์์

แบบซ้้ำมีีประสิิทธิิภาพต่่ำ ไม่่เหมาะสมกัับการนำมาแบ่่ง

ข้้อมููลที่่�มีีกลุ่่�ม 1 จำนวนมาก

	 ในกลุ่่�มที่่�มีีข้้อมููลแต่่ละกลุ่่�มจำนวนใกล้้เคีียงกััน 

การแบ่่งโดยใช้้จุุดแบ่่งที่่� 1 ของวิิธีี head/tail break มีี

ประสิทิธิภิาพที่่�สุุด แต่ว่ิธิีกีารแบ่ง่ช่ว่งธรรมชาติเิจงค์แ์บบ

ซ้้ำมีีประสิิทธิิภาพไม่่ต่่างกัันมากจึงสามารถนำมาใช้้ได้้ 

โดยการใช้้ค่่าร้้อยละที่่� 0.1 มีีความเหมาะสมที่่�สุุด

	 ในกลุ่่�มที่่�มีีข้้อมููลกลุ่่�ม 2 จำนวนมากกว่่า วิิธีีการ 

แบ่่งช่่วงธรรมชาติิเจงค์์แบบซ้้ำที่่�ใช้้ค่่าร้้อยละ 0.05 มีี

ประสิิทธิิภาพที่่�สุุดและเหมาะสมกับการใช้้แบ่่งข้้อมููล

ลัักษณะนี้้�

	 วิิธีีแบ่่งด้้วย EM นั้้�นไม่่มีีในการทดลองไหนเลยที่่�

ให้ป้ระสิทิธิภิาพสูงูที่่�สุดุ ส่ว่นมากให้ค้วามแม่น่ต่่ำกว่า่การ

แบ่่งกลุ่่�มที่่�มีีประสิิทธิิภาพสููงสุุดมากและเกิิดการไม่่ลู่่�เข้้า

บ่่อยครั้้�ง จึึงไม่่เหมาะสมกัับการนำมาแบ่่งกลุ่่�มข้้อมููลที่่�มีี

การแจกแจงล็็อกปรกติิแบบผสม
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Table 7	 Average group 1 accuracy for log-normal mixture distribution.
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ในกลุ่มที่มีข้อมูลแต่ละกลุ่มจำนวนใกล้เคียงกัน การแบ่งโดยใช้จุดแบ่งที่ 1 ของวิธี head/tail break มีประสิทธิภาพ

ที่สุด แต่วิธีการแบ่งช่วงธรรมชาติเจงค์แบบซ้ำมีประสิทธิภาพไม่ต่างกันมากจึงสามารถนำมาใช้ได้ โดยการใช้ค่าร้อยละที่ 0.1 มี

ความเหมาะสมที่สุด 

ในกลุ่มที่มีข้อมูลกลุ่ม 2 จำนวนมากกว่า วิธีการแบ่งช่วงธรรมชาติเจงค์แบบซ้ำที่ใช้ค่าร้อยละ 0.05 มีประสิทธิภาพ

ที่สุดและเหมาะสมกับการใช้แบ่งข้อมูลลักษณะนี้ 

วิธีแบ่งด้วย EM นั้นไม่มีในการทดลองไหนเลยที่ให้ประสิทธิภาพสูงที่สุด ส่วนมากให้ความแม่นต่ำกว่าการแบ่งกลุ่มที่

มีประสิทธิภาพสูงสุดมากและเกิดการไม่ลู่เข้าบ่อยคร้ัง จึงไม่เหมาะสมกับการนำมาแบ่งกลุ่มข้อมูลที่มีการแจกแจงล็อกปรกติ

แบบผสม 

Table 7 Average group 1 accuracy for log-normal mixture distribution 

Mean 

Gap

Repeated 

Jenks 

0.05

Repeated 

Jenks 0.1

Repeated 

Jenks 0.2

Jenks Head-tail 

1st break

Head-tail 

2nd 

break

EM

0.5 0.75 0.5326 0.6004 0.6818 0.8909 0.7373 0.9348 0.8194

0.5 0.5 0.5788 0.645 0.715 0.9027 0.7768 0.9546 0.881

0.5 0.25 0.5562 0.6466 0.7243 0.8987 0.7952 0.9603 0.9127

1 0.75 0.5496 0.6313 0.7134 0.8987 0.7678 0.9565 0.8647

1 0.5 0.6273 0.7041 0.7814 0.9273 0.8358 0.9795 0.8289

1 0.25 0.6491 0.7377 0.8055 0.9486 0.8731 0.9805 0.8344

2 0.75 0.6567 0.7235 0.7942 0.9508 0.8364 0.9778 0.8578

2 0.5 0.6775 0.7556 0.849 0.9667 0.9023 0.9893 0.8041

2 0.25 0.7673 0.8317 0.8982 0.9822 0.9467 0.9946 0.8366

ω1

Table 8	 Average group 2 accuracy for log-normal mixture distribution.
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Table 8 Average group 2 accuracy for log-normal mixture distribution 

เป็นที่สังเกตว่าวิธีการแบ่งช่วงธรรมชาติเจงค์แบบซ้ำไม่ว่าจะใช้ค่าร้อยละเท่าใดจะให้ความแม่นในกลุ่ม 2 สูง และให้

ความแม่นในกลุ่ม 1 ต่ำ เหมือนในการแบ่งข้อมูลการแจกแจงปรกติแบบผสม หากผู้ใช้ต้องการให้ความสำคัญต่อการแบ่งข้อมูล

กลุ่ม 2 ให้ถูกต้องวิธีการแบ่งช่วงธรรมชาติเจงค์แบบซ้ำนั้นเหมาะสมกับการใช้งานรูปแบบนี้ที่สุด 

4. สรุปผลการวิจัย 

งานวิจัยนี้เปรียบเทียบประสิทธิภาพของวิธีการแบ่งช่วงธรรมชาติเจงค์แบบซ้ำซึ่งคือการนำวิธีการแบ่งช่วงธรรมชาติ

เจงค์มาทำการแบ่งกลุ่มซ้ำหลาย ๆ ครั้งและเพิ่มจำนวนกลุ่มเรื่อย ๆ จนกว่าจุดแบ่งจุดแรกจะเปลี่ยนแปลงน้อยกว่าค่าร้อยละที่

กำหนด โดยได้ทดสอบในการแบ่งกลุ่มข้อมูลตัวแปรเดียว  

ในงานวิจัยได้มีการเปรียบเทียบกับการแบ่งกลุ่มอื่น ๆ 3 วิธีได้แก่ วิธีการแบ่งช่วงธรรมชาติเจงค์, วิธี head/tail 

break และวิธีจัดกลุ่มข้อมูลด้วยอัลกอริทึม EM โดยใช้การจำลองข้อมูลการแจกแจงปรกติแบบผสม 2 กลุ่มและการแจกแจง

ล็อกปรกติแบบผสม 2 กลุ่ม ในงานวิจัยนั้นมีการจำลองข้อมูลด้วยพารามิเตอร์หลายรูปแบบเพื่อจำลองลักษณะข้อมูลที่แตก

ต่างกัน การวัดประสิทธิภาพในการแบ่งกลุ่มใช้ความแม่นในการแบ่งกลุ่มของข้อมูลทั้งหมดและความแม่นในการแบ่งกลุ่มข้อมูล

กลุ่ม 1 และกลุ่ม 2  

โดยภาพรวมนั้นวิธีการแบง่ช่วงธรรมชาติเจงค์แบบซ้ำไม่มีความเหมาะสมในการใช้แบ่งกลุ่มข้อมูลการแจกแจงปรกติ

แบบผสมเมื่อต้องการความแม่นทั้งหมดสูงสุด เนื่องจากให้ความแม่นต่ำกว่าการแบ่งรูปแบบอื่นมาก แต่หากผู้ใช้ต้องการให้

ความสำคัญต่อการแบ่งข้อมูลกลุ่ม 2 วิธีการแบ่งช่วงธรรมชาติเจงค์แบบซ้ำนั้นสามารถนำมาใช้ได้ โดยแนะนำใช้ร้อยละการแบ่ง 

0.2 

Mean 

Gap

Repeated 

Jenks 

0.05

Repeated 

Jenks 0.1

Repeated 

Jenks 0.2

Jenks Head-tail 

1st break

Head-tail 

2nd 

break

EM

0.5 0.75 0.6149 0.5592 0.4805 0.1991 0.4464 0.1557 0.1931

0.5 0.5 0.5708 0.513 0.4378 0.1797 0.3992 0.1206 0.1372

0.5 0.25 0.5859 0.5052 0.4237 0.1891 0.3703 0.1085 0.1021

1 0.75 0.6806 0.6289 0.5473 0.2685 0.5379 0.1876 0.2234

1 0.5 0.6008 0.5369 0.4543 0.2181 0.4415 0.1145 0.2324

1 0.25 0.5996 0.5255 0.442 0.1797 0.3806 0.1108 0.2117

2 0.75 0.6646 0.6228 0.5646 0.2889 0.6188 0.2326 0.4501

2 0.5 0.6753 0.6276 0.5401 0.2562 0.5204 0.1578 0.4706

2 0.25 0.5956 0.5477 0.4552 0.1932 0.3984 0.0993 0.3353

ω1
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	 เป็็นที่่�สัังเกตว่่าวิิธีีการแบ่่งช่่วงธรรมชาติิเจงค์์

แบบซ้้ำไม่่ว่่าจะใช้้ค่่าร้้อยละเท่่าใดจะให้้ความแม่่นใน

กลุ่่�ม 2 สููง และให้้ความแม่่นในกลุ่่�ม 1 ต่่ำ เหมืือนในการ

แบ่่งข้้อมููลการแจกแจงปรกติิแบบผสม หากผู้้�ใช้้ต้้องการ

ให้ค้วามสำคัญัต่อ่การแบ่ง่ข้อ้มูลูกลุ่่�ม 2 ให้ถู้กูต้อ้งวิธิีกีาร

แบ่ง่ช่ว่งธรรมชาติเิจงค์แ์บบซ้ำ้นั้้�นเหมาะสมกับัการใช้ง้าน

รููปแบบนี้้�ที่่�สุุด

4. สรุุปผลการวิิจััย
	 งานวิิจััยนี้้�เปรีียบเทีียบประสิิทธิิภาพของวิิธีีการ

แบ่่งช่่วงธรรมชาติิเจงค์์แบบซ้้ำซึ่่�งคืือการนำวิิธีีการแบ่่ง

ช่่วงธรรมชาติิเจงค์์มาทำการแบ่่งกลุ่่�มซ้้ำหลายๆ ครั้้�ง

และเพิ่่�มจำนวนกลุ่่�มเรื่่�อยๆ จนกว่าจุุดแบ่่งจุุดแรกจะ

เปลี่่�ยนแปลงน้อ้ยกว่าค่า่ร้อ้ยละที่่�กำหนด โดยได้ท้ดสอบ

ในการแบ่่งกลุ่่�มข้้อมููลตััวแปรเดีียว 

	 ในงานวิิจััยได้้มีีการเปรีียบเทีียบกัับการแบ่่ง

กลุ่่�มอื่่�นๆ 3 วิิธีีได้้แก่่ วิิธีีการแบ่่งช่่วงธรรมชาติิเจงค์์, วิิธีี 

head/tail break และวิิธีีจััดกลุ่่�มข้้อมููลด้้วยอััลกอริิทึึม 

EM โดยใช้้การจำลองข้้อมููลการแจกแจงปรกติิแบบผสม 

2 กลุ่่�มและการแจกแจงล็็อกปรกติิแบบผสม 2 กลุ่่�ม ใน

งานวิิจััยนั้้�นมีการจำลองข้้อมููลด้้วยพารามิิเตอร์์หลาย

รููปแบบเพื่่�อจำลองลัักษณะข้้อมููลที่่�แตกต่่างกััน การวััด

ประสิิทธิภิาพในการแบ่ง่กลุ่่�มใช้ค้วามแม่่นในการแบ่ง่กลุ่่�ม

ของข้้อมููลทั้้�งหมดและความแม่่นในการแบ่่งกลุ่่�มข้อมููล

กลุ่่�ม 1 และกลุ่่�ม 2 

	 โดยภาพรวมนั้้�นวิิธีีการแบ่่งช่่วงธรรมชาติิเจงค์์

แบบซ้้ำไม่่มีีความเหมาะสมในการใช้้แบ่่งกลุ่่�มข้้อมููลการ

แจกแจงปรกติแบบผสมเม่ื่�อต้้องการความแม่่นทั้้�งหมด

สููงสุุด เน่ื่�องจากให้้ความแม่่นต่่ำกว่าการแบ่่งรููปแบบอื่�น

มาก แต่ห่ากผู้้�ใช้ต้้อ้งการให้ค้วามสำคัญัต่อ่การแบ่ง่ข้อ้มูลู

กลุ่่�ม 2 วิธิีกีารแบ่ง่ช่่วงธรรมชาติิเจงค์แ์บบซ้้ำนั้้�นสามารถ

นำมาใช้้ได้้ โดยแนะนำใช้้ร้้อยละการแบ่่ง 0.2

	ก ารเลืือกใช้้วิิธีีแบ่่งกลุ่่�มข้อมููลการแจกแจงล็็อก

ปรกติแิบบผสมนั้้�นขึ้้�นอยู่่�กับัความสัดัส่ว่นของข้อ้มูลู หาก

ข้้อมููลที่่�มีีค่่าเฉลี่่�ยสููงกว่่ามีีจำนวนมากกว่่า วิิธีีการแบ่่ง

ช่่วงธรรมชาติิเจงค์์แบบซ้้ำที่่�ใช้้ร้้อยละการแบ่่งที่่� 0.05 

นั้้�นมีความเหมาะสมที่่�จะใช้้แบ่่งข้้อมููล แต่่หากข้อมููลมีี

สััดส่่วนอื่่�นควรใช้้การแบ่่งรููปแบบอื่่�นมากกว่่า เช่่นเดีียว

กัับกรณีีการแบ่่งกลุ่่�มข้อมููลการแจกแจงปรกติแบบผสม 

วิิธีีการแบ่่งช่่วงธรรมชาติิเจงค์์แบบซ้้ำสามารถนำมาใช้้

เมื่่�อต้้องการให้้ความสำคััญต่่อกลุ่่�ม 2 มากกว่่า

	 ในงานวิจัิัยนี้้�ได้้ทดสอบการแบ่ง่ข้้อมููลใน 2 รูปูแบบ 

การแจกแจง มีกีารปรับเปลี่่�ยนจำนวนข้อมูลูในแต่ล่ะกลุ่่�ม

และปรัับเปลี่่�ยนค่าส่่วนเบี่่�ยงเบนมาตรฐานโดยยัังคงให้้

ค่่าส่่วนเบี่่�ยงเบนมาตรฐานเท่่ากัันระหว่่างกลุ่่�ม งานวิิจััย

ในอนาคตจึึงอาจทดสอบในการแจกแจงรููปแบบอื่่�นหรืือ

ทดสอบในข้อมูลูที่่�ค่า่ส่ว่นเบี่่�ยงเบนมาตรฐานไม่เ่ท่า่กันัได้้
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