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บทคัดย่อ 
	ก ารวิิจัยันี้้�มีีจุดประสงค์เ์พ่ื่�อเปรีียบเทีียบวิธีีการจำแนกคุณภาพน้้ำด้้วยการวิิเคราะห์์การถดถอยลอจิสิติกิทวิภาค 

ต้้นไม้้การตััดสิินใจ และเพ่ื่�อนบ้้านใกล้้ที่่�สุุด โดยใช้้ค่่าความแม่่นในการจำแนกกลุ่่�มเป็็นเกณฑ์์ในการเปรีียบเทีียบ

ประสิทิธิภาพของแต่ล่ะวิธิีี ข้อ้มูลูที่่�ใช้ใ้นการวิเิคราะห์เ์ป็น็ข้อมูลูจากแหล่ง่น้้ำทั่่�วประเทศไทยเก็บ็รวบรวมโดยกองจัดัการ

คุุณภาพน้้ำ กรมควบคุุมมลพิิษ ตั้้�งแต่่วัันที่่� 1 มกราคม 2561 ถึึง วัันที่่� 1 มกราคม 2564  ทำการจำแนกคุุณภาพน้้ำเป็็น 

2 กลุ่่�ม ได้้แก่่ กลุ่่�มน้้ำที่่�มีีคุุณภาพได้้ตามมาตรฐานและไม่่ได้้ตามมาตรฐาน ตััวแปรอิิสระที่่�ใช้้ในการศึึกษามีีทั้้�งสิ้้�น 14 

ตััวแปร แบ่่งข้้อมููลด้้วยวิิธีีการตรวจสอบไขว้้แบ่่งเป็็น10 กลุ่่�ม พบว่่า ต้้นไม้้การตััดสิินใจที่่�เลืือกตััวแปรอิิสระตามการ

วิิเคราะห์์การถดถอยลอจิิสติิกทวิิภาคที่่�ประกอบด้้วย ความขุ่่�นของน้้ำ แบคทีีเรีียกลุ่่�มโคลิิฟอร์์มทั้้�งหมด แอมโมเนีีย-

ไนโตรเจน แบคทีีเรีียกลุ่่�มฟีีคอลโคลิิฟอร์์ม ออกซิิเจนที่่�ละลายในน้้ำ สารอิินทรีีย์์ในน้้ำ   ให้้ค่่าความแม่่นสููงที่่�สุุดร้้อยละ 

89.64  ต้้นไม้้การตััดสิินใจที่่�เลืือกตััวแปรอิิสระทุุกตััวแปรให้้ค่่าความแม่่นร้้อยละ  88.71 การถดถอยลอจิิสติิกทวิิภาค

ให้้ค่่าความแม่่นร้อ้ยละ  87.25  และเพื่่�อนบ้า้นใกล้ท้ี่่�สุดุที่่�เลืือกตัวแปรอิสิระทุกุตัวัแปรให้ค้่า่ความแม่น่น้อ้ยที่่�สุดุร้อ้ยละ  79.05 

คำสำคััญ:	คุ ุณภาพน้้ำ; เหมืืองข้้อมููล; การถดถอยลอจิิสติิกทวิิภาค; ต้้นไม้้การตััดสิินใจ; เพื่่�อนบ้้านใกล้้ที่่�สุุด

Abstract
	 The objective of this research was to compare the classification of water quality with binary 

logistic regression analysis, decision tree, and K-Nearest Neighbors using the accuracy group  

classification as a criterion to compare the efficiency of each method. The data used in the study 

were from water sources throughout Thailand collected by the Water Quality Management Division, 

Pollution Control Department from January 1, 2018, to January 1, 2021. The water quality is classified 
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into two groups; the water quality is standards and is not standards. A total of 14 independent 

variables were used in the study. The datasets were divided with a 10-fold cross-variation. The results 

showed that according to the binary logistic regression analysis, the decision tree selected variables, 

including water turbidity, total coliform bacteria, ammonia-nitrogen, fecal coliform bacteria, dissolved 

oxygen, and organic water, have the highest accuracy of 89.64%. The decision tree selected for all 

independent variables has an accuracy value of 88.71 %. While K-Nearest Neighbors selected all 

independent variables have the lowest accuracy value of 79.05 %

Keywords:	 Water quality; Data mining; Binary logistic regression; Decision tree; K-Nearest Neighbor

1. บทนำ
	น้้ ำเป็็นสารประกอบที่่�พบมากถึึง 3 ใน 4 ส่่วน

ของพื้้�นโลก โดยส่่วนใหญ่่อยู่่�ในสภาพน้้ำเค็็มในทะเล

และมหาสมุุทรประมาณร้้อยละ 97 เป็็นน้้ำแข็็งตาม

ขั้้�วโลกประมาณร้้อยละ 2 และเป็็นน้้ำจืืดตามแม่่น้้ำ

ลำคลองต่่างๆ ประมาณร้้อยละ 1 ถ้้าโลกปราศจากน้้ำ

สิ่่�งมีีชีีวิิตต่่างๆ จะไม่่สามารถดำรงชีีวิตอยู่่�ได้้ ปััจจุบััน

แม่่น้้ำลำคลองหลายแห่่งกลายเป็็นน้้ำเสีีย ซึ่่�งเกิิดจาก

ชุุมชน อุุตสาหกรรม และเกษตรกรรม ในประเทศไทยมีี 

หน่ว่ยงานที่่�ตรวจสอบคุณุภาพแหล่ง่น้้ำที่่�สำคัญั คืือ สําํนักั 

จััดการคุุณภาพน้้ำ กรมควบคุมมลพิิษ [1] ได้้ประเมิิน

คุณุภาพน้้ำของแหล่ง่น้้ำผิวิดินิโดยทั่่�วไปหรืือแหล่ง่น้้ำจืืด

ในแม่่น้้ำลำคลอง โดยใช้้ดััชนีีคุุณภาพน้้ำทั่่�วไป (Water 

Quality Index, WQI)  ที่่�มีีช่่วงคะแนนจาก 0 ถึึง 100 

คะแนน แบ่่งคะแนนเป็็น 5 ระดัับ ได้้แก่่ ช่่วง 91 – 100 

คะแนน จัดัว่่าคุณุภาพน้้ำอยู่่�ในเกณฑ์ด์ีีมาก ช่ว่ง 71 – 90  

คะแนน จััดว่่าคุุณภาพน้้ำอยู่่�ในเกณฑ์์ดีี ช่่วง 61 – 70 

คะแนน จัดัว่า่คุณุภาพน้้ำอยู่่�ในเกณฑ์พ์อใช้ ้ช่ว่ง 31 – 60 

คะแนน จัดัว่า่คุณุภาพน้้ำอยู่่�ในเกณฑ์เ์สื่่�อมโทรม และช่ว่ง 

0 – 30 คะแนน จัดัว่่าคุุณภาพน้้ำอยู่่�ในเกณฑ์เ์ส่ื่�อมโทรม

มาก ปี ีพ.ศ. 2564 สําํนัักจัดัการคุุณภาพน้้ำ [2] ได้ร้ายงาน

ว่่า แหล่่งน้้ำสำคััญทั่่�วประเทศ 65 แหล่่งน้้ำ อยู่่�ในเกณฑ์์

ดีีมากเพิ่่�มขึ้้�นร้อยละ 2 (เท่่ากัับปี พ.ศ. 2563) เกณฑ์์

ดีีเพิ่่�มขึ้้�นร้้อยละ 40 (เพิ่่�มขึ้้�นจาก พ.ศ. 2563 ร้้อยละ 

3) เกณฑ์์พอใช้้เพิ่่�มขึ้้�น ร้้อยละ 44 (เพิ่่�มขึ้้�นจากปีี พ.ศ. 

2563 ร้้อยละ 1) และเกณฑ์์เสื่่�อมโทรมลดลงร้้อยละ 

14 (ลดลงจากปีี พ.ศ. 2563 ร้้อยละ 4) ไม่่มีีแหล่่งน้้ำที่่�

มีีคุุณภาพน้้ำอยู่่�ในเกณฑ์์เสื่่�อมโทรมมาก สาเหตุุหลัักมา

จากการระบายน้้ำเสีียที่่�เกิิดจากการใช้้น้้ำในชุมชนและ

การท่่องเที่่�ยว กระบวนการผลิตในโรงงานอุตสาหรรม 

ระบบบำบััดน้้ำเสีียบางแห่่งยัังไม่่มีีประสิิทธิิภาพ และมีี

ไม่่เพีียงพอครอบคลุุมพื้้�นที่่�ให้้บริิการ 

	ก ารศึึกษาการจำแนกประเภทข้้อมููลคุุณภาพ

ของน้้ำโดยใช้้เทคนิคเหมืืองข้้อมููลมีีการศึึกษาอย่่าง

กว้้างขวาง เช่่น Gakii และ Jepkoech [3] ศึึกษาการ

วิิเคราะห์์คุุณภาพน้้ำโดยใช้้ต้้นไม้้ตััดสิินใจ (Decision 

Tree) เพื่่�อวิิเคราะห์์ข้้อมููลคุุณภาพน้้ำในประเทศเคนยา 

โดยตััวแปรอิิสระ ระดัับกรด-เบส ความเป็็นด่่าง การนำ

ไฟฟ้้า และสีี   ในการทดลองใช้้ชุุดข้้อมููลร้้อยละ 80 เป็็น

ชุดุข้อ้มูลูเรีียนรู้้�และร้้อยละ 20 เป็็นชุดุข้อ้มูลูทดสอบ ผล

ที่่�ได้้จากการศึึกษา พบว่า วิิธีีต้นไม้้ตััดสิินใจอััลกอริิทึึม 

J48 มีีความแม่่นสูงสุุดร้้อยละ 94 และวิิธีีตอไม้้ตััดสิิน

ใจ (Decision Stump) มีีความแม่่นต่่ำสุุดร้้อยละ 83 ปีี 

ค.ศ. 2021 Ramadhani และ Rahmawita [4] ศึึกษา

การจำแนกคุณภาพน้้ำ แม่่น้้ำ 3 แห่่งในจัังหวััด Riau 

ประเทศอิินโดนีีเซีีย เก็็บรวบรวมข้้อมููล 624 รายการ 

โดยใช้้ระดัับกรด-เบส แบคทีีเรีียกลุ่่�มโคลิฟอร์์มทั้้�งหมด 

ของแข็็งที่่�ละลายน้้ำทั้้�งหมด ค่่าออกซิิเจนที่่�ละลายในน้้ำ 

ค่่าความต้้องการออกซิิเจนทางชีีวภาพ ค่่าความต้้องการ
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ออกซิิเจนทางเคมีี ปริิมาณไนเตรทไดออกไซด์์ ปริิมาณ

ไนเตรท-ไนโตรเจน ปริิมาณแอมโมเนีีย ปริิมาณคลอรีีน

อิิสระ ปริิมาณฟอสเฟตทั้้�งหมด ปริิมาณฟีีนอล ปริิมาณ

น้้ำมัันและไขมััน ปริิมาณผงซัักฟอก ปริิมาณแบคทีีเรีีย 

กลุ่่�มฟีีคอลโคลิิฟอร์์ม ปริิมาณแบคทีีเรีียกลุ่่�มโคลิิฟอร์์ม

ทั้้�งหมด ปริิมาณไฮโดรเจนซัลไฟด์์ ปริิมาณเหล็็ก ปริิมาณ

แคดเมีียม ปริิมาณสัังกะสีี ปริิมาณทองแดง และปริิมาณ

สารตะกั่่�ว โดยใช้้เทคนิิคการจำแนกเพื่่�อนบ้้านใกล้้

ที่่�สุุดแบบปรัับปรุุง (Modified K-Nearest Neighbor, 

MKNN) ที่่� K = 5 ค่่าความแม่่นสูงสุุดร้้อยละ 85.10 

Wechmongkhonkon และคณะ [5] ทำการศึกึษาข้อ้มูลู

น้้ำ 11 แหล่่งของคลองในเขตดุสิติ กรุงุเทพฯ ประเทศไทย 

โดยใช้้ข้้อมููลปีี พ.ศ. 2550 - 2554  ด้้วยการประยุุกต์์

ใช้้โครงข่่ายประสาทเทีียมกัับการจำแนกคุุณภาพน้้ำผิิว

ดิิน โดยตััวแปรอิิสระ 6 ตััวแปร ได้้แก่่ ระดัับกรด-เบส 

ออกซิิเจนละลายน้้ำ ความต้้องการออกซิิเจนทางชีีวเคมีี 

ไนเตรตไนโตรเจน แอมโมเนีียไนโตรเจน และแบคทีีเรีีย

กลุ่่�มโคลิิฟอร์์มทั้้�งหมด พบว่่าโครงข่่ายประสาทเทีียม

แบบหลายชั้้�นเครืือข่่ายแสดงอััตราการรัับรู้้�หลายชั้้�น

มีีความแม่่นสููงร้้อยละ 96.52 นอกจากน้ี้� Najah และ

คณะ [6] การประยุุกต์ใช้้โครงข่่ายประสาทเทีียมใน

การวิิเคราะห์์ทำนายคุุณภาพน้้ำในประเทศมาเลเซีีย  

Diamantopoulou และคณะ [7] ทำนายค่่ารายเดืือน

ของพารามิิเตอร์์คุุณภาพน้้ำของแม่่น้้ำในประเทศกรีีซ 

โดยใช้้โครงข่า่ยประสาทเทียีม และ Areerachakul และ 

Sanguansintukul [8] การประยุุกต์ใ์ช้โ้ครงข่า่ยประสาท

เทีียมในการวิิเคราะห์์ทำนายคุุณภาพน้้ำของคลองใน

กรุุงเทพฯ จำนวน 229 คลอง โดยใช้้ข้้อมููลจากจากกรม

ระบายน้้ำและระบายน้้ำทิ้้�งกรุุงเทพมหานคร ในช่่วงปีี 

พ.ศ. 2546-2550

	 ในปีี พ.ศ. 2560 Pudchaya [9] ทำการศึึกษา

ประเมิินค่า่คุณุภาพน้้ำของแม่่น้้ำบางปะกง โดยพิิจารณา

จากปริิมาณความเข้ม้ข้น้ของพารามิเิตอร์ท์ี่่�เป็น็ตัวับ่่งบอก

คุุณภาพน้้ำของแม่่น้้ำบางปะกง ตั้้�งแต่่ปีี พ.ศ. 2540 - 

2558 โดยตััวแปรที่่�ใช้้ ประกอบด้้วย อุุณหภููมิิ การนำ

ไฟฟ้้า สารแขวนลอย ระดัับกรด-เบส ออกซิิเจนละลาย

น้้ำ บีีโอดีี ไนเตรท ฟอสเฟต ของแข็็งทั้้�งหมด ฟีีคอลโค

ลิิฟอร์์มแบคทีีเรีีย แบคทีีเรีียโคลิิฟอร์์มทั้้�งหมด ความขุ่่�น 

ความเค็็ม แบคทีีเรีียกลุ่่�มโคลิิฟรอมทั้้�งหมด ฟอสฟอรััส

ทั้้�งหมด ไนไตรท์-์ไนโตรเจน สร้า้งสมการจำแนกกลุ่่�มเพื่่�อ

ทำนายกลุ่่�มคุณุภาพน้้ำของแม่น่้้ำบางปะกง โดยแบ่ง่กลุ่่�ม

คุณุภาพน้้ำของแม่่น้้ำบางปะกง ออกเป็น็ 2 กลุ่่�มคืือ กลุ่่�ม

น้้ำที่่�มีีคุณภาพไม่่ได้้ตามมาตรฐาน ซึ่่�งมีีค่าดััชนีีคุณภาพ

น้้ำเท่่ากัับ 0 ≤ WQI ≤ 60 และกลุ่่�มน้้ำที่่�มีีคุุณภาพตาม

มาตรฐาน ซึ่่�งมีีค่่าดััชนีีคุุณภาพน้้ำเท่่ากัับ 61 ≤ WQI ≤ 
100 ด้ว้ยการวิิเคราะห์์จำแนกกลุ่่�ม โดยพิิจารณาคะแนน

การจำแนกกลุ่่�มเชิิงเส้้น (Linear Discriminant Score) 

เพื่่�อใช้้ในการจำแนกประเมิินค่าสมการจำแนกกลุ่่�มที่่�ได้้

ในการทำนายกลุ่่�มคุุณภาพน้้ำของแม่่น้้ำบางปะกง พบว่า

สััดส่่วนความถููกต้องในการจำแนกกลุ่่�มสำหรัับชุุดข้้อมููล

เรีียนรู้้�ที่่�เท่่ากัับร้้อยละ 85.76 และความถููกต้้องในการ

จำแนกกลุ่่�มสำหรัับชุุดข้้อมููลทดสอบร้้อยละ 68.75

	 ในการศึึกษานี้้�ผู้้�วิิจััยสนใจที่่�ศึึกษาการจำแนก

ประเภทข้้อมููลของคุุณภาพน้้ำโดยใช้้ข้้อมููลจากกรม

ควบคุมมลพิิษ จำแนกน้้ำออกเป็็น 2 กลุ่่�มคืือกลุ่่�มน้้ำที่่�

มีีคุณภาพไม่่ได้้ตามมาตรฐาน ซึ่่�งมีีค่าดััชนีีคุณภาพน้้ำ

เท่่ากัับ 0 ≤ WQI ≤ 60 และกลุ่่�มน้้ำที่่�มีีคุณภาพตาม

มาตรฐาน ซึ่่�งมีีค่่าดััชนีีคุุณภาพน้้ำเท่่ากัับ 61 ≤ WQI ≤ 

100 ตามการแบ่่งกลุ่่�มของ Pudchaya [8] ด้้วยเทคนิิค

เหมืืองข้้อมููล วิิธีีต้นไม้้การตััดสิินใจ และเพื่่�อนบ้านใกล้

ที่่�สุุด (K-Nearest Neighbors) นำมาเปรีียบเทีียบกัับ

การวิิเคราะห์์ทางสถิิติิการวิิเคราะห์์ถดถอยลอจิิสติิก

ทวิิภาค (Binary Logistic Regression Model) โดย

มีีเป้้าหมายหลัักเพ่ื่�ออธิิบายความสััมพัันธ์ระหว่่างตััวแปร

ตามกัับตััวแปรอิิสระ นำสมการถดถอยที่่�ได้้ไปพยากรณ์์ 

และทำการเปรีียบเทียีบประสิทิธิภิาพของต้น้ไม้ต้ัดัสินิใจ 

เพื่่�อนบ้านใกล้ที่่�สุุด ที่่�ใช้้ทุุกตััวแปรในการจำแนกกลุ่่�ม 

และใช้้ตััวแปรที่่�เลืือกตัวแปรอิิสระตามการวิิเคราะห์์การ

ถดถอยลอจิิสติกิทวิภาคในการจำแนกกลุ่่�ม โดยพิิจารณา

จากค่าความแม่น่ (Accuracy) เป็น็เกณฑ์ ์ในการศึกึษานี้้�
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แบ่ง่ข้้อมููลแต่่ละเทคนิคด้วยวิิธีีการตรวจสอบไขว้้โดยแบ่่ง

เป็น็ k กลุ่่�ม (k-fold Cross-variation) โดยกำหนด k=10 

2. วิิธีีการวิิจััย
	ก ารวิิจััยในครั้้�งนี้้� เป็็นการศึึกษาการจำแนก

คุณุภาพของน้้ำจากแหล่ง่น้้ำทั่่�วประเทศไทย จากจุดุตรวจ

วัดัคุณุภาพน้้ำ 366 ซึ่่�งเป็น็ข้อ้มูลูจาก กรมควบคุมมลพิิษ 

โดยมีีขั้้�นตอนในการดำเนิินงานวิิจััยดัังนี้้�

	ขั้้ �นที่่� 1 ศึึกษาและรวบรวมข้้อมููลที่่�เกี่่�ยวข้้อง

จากการเก็็บรวบรวมข้้อมููลคุุณภาพของน้้ำจากแหล่่งน้้ำ

ทั่่�วประเทศไทย 59 แหล่่งน้้ำสายหลััก และ 6 แหล่่งน้้ำ

นิ่่�ง จากจุุดตรวจวััดคุุณภาพน้้ำ 366 รวบรวมข้้อมููลจาก 

สํํานัักจััดการคุุณภาพน้้ำ กรมควบคุมมลพิิษ [2] ตั้้�งแต่่ 

วัันที่่� 1 มกราคม พ.ศ. 2561 ถึึง วัันที่่� 1 มกราคม พ.ศ. 

2564 จำนวนข้้อมููลทั้้�งสิ้้�น 4,453 ชุุด โดยตััวแปรที่่�ใช้้ใน

การศึึกษามีีทั้้�งสิ้้�น 15 ตััวแปร จำแนกเป็็น ตััวแปรอิิสระ

จำนวน 14 ตััวแปร ได้้แก่่ อุุณหภููมิิอากาศ (temp A) 

อุุณหภููมิิน้้ำ (temp W) กรด-เบส (pH) ความขุ่่�นของ

น้้ำ (tur) การนำไฟฟ้้า (Cond) ออกซิิเจนที่่�ละลายใน

น้้ำ (DO) สารอิินทรีีย์์น้้ำ(BOD) แบคทีีเรีียกลุ่่�มโคลิิฟอร์์ม

ทั้้�งหมด (Total Coli) แบคทีีเรีียกลุ่่�มฟีีคอลโคลิิฟอร์์ม 

(Fecal Coli) ฟอสฟอรััสทั้้�งหมด (TP) ไนเตรท-ไนโตรเจน 

(NO3-N) แอมโมเนีีย-ไนโตรเจน (NH3-N) สารแขวนลอย

ที่่�เป็็นของแข็็ง (SS) ของแข็็งที่่�ละลายน้้ำทั้้�งหมด (TS) 

ตััวแปรตามจำนวน 1 ตััวแปร ได้้แก่่ ดััชนีีคุุณภาพน้้ำซึ่่�ง

จำแนกเป็็น 2 กลุ่่�มตามเกณฑ์์ โดยผู้้�วิิจััยจำแนกกออก

เป็น็ 2 กลุ่่�มคืือกลุ่่�มน้้ำที่่�มีีคุณภาพไม่่ได้้ตามมาตรฐาน ซึ่่�ง

มีีค่่าดััชนีีคุุณภาพน้้ำเท่่ากัับ 0 ≤ WQI ≤ 60 และกลุ่่�มน้้ำ

ที่่�มีีคุณภาพตามมาตรฐาน ซึ่่�งมีีค่า่ดัชันีีคุณภาพน้้ำเท่า่กับั 

61 ≤ WQI ≤ 100 ตามการแบ่่งกลุ่่�มของ Pudchaya [8] 

กำหนด แทน กลุ่่�มน้้ำที่่�มีีคุณุภาพไม่ไ่ด้ต้ามมาตรฐาน และ 

y = 1 แทน กลุ่่�มน้้ำที่่�มีีคุุณภาพได้้ตามมาตรฐาน

	ขั้้ �นที่่� 2 เตรีียมข้้อมููลสำหรัับการนำไปวิิเคราะห์์

โดยผู้้�วิจิัยัทำการตรวจสอบข้อ้มูลู ตัดัข้อ้มูลูที่่�มีีค่า่ผิดิปกติิ 

และข้อ้มูลูที่่�มีีค่าสูญูหาย พบว่ามีีข้อมูลูค่า่ผิดิปกติ ิจำนวน 

211 ชุดุ และมีีข้อมูลูที่่�มีีค่า่สูญูหาย จำนวน 2,533 ชุดุ ซึ่่�ง

เกิิดจากอุุปกรณ์์ และภััยพิิบััติิทางธรรมชาติิ เช่่น การใช้้

การใช้้อุุปกรณ์์ที่่�มีีความละเอีียดต่่างกััน อุุปกรณ์์เกิิดการ

ชำรุดุระหว่า่งเก็บ็ข้อ้มูลู เกิดิภัยัแล้ง้ทำให้ไ้ม่ส่ามารถเก็บ็

ข้้อมููลได้้ จึึงเหลืือข้้อมููลที่่�ใช้้วิิเคราะห์์ทั้้�งสิ้้�น 1,709 ชุุด 

ทำการวิิเคราะห์์ข้้อมููลเบื้้�องต้้นโดยใช้้ค่่าต่่ำสุุด ค่่าสููงสุุด 

ค่่าเฉลี่่�ย และส่่วนเบี่่�ยงเบนมาตรฐาน 

	ขั้้ �นที่่� 3 ทำการวิิเคราะห์์ข้้อมููลโดยโปรแกรม 

RapidMiner โดยแบ่่งข้้อมููลที่่�ใช้้ในการศึึกษาแต่่ละ

เทคนิคิด้ว้ยวิธิีีการตรวจสอบไขว้้กำหนด k=10 วิเิคราะห์์

ข้้อมููลโดยวิิธีีการถดถอยลอจิิสติิกทวิภาค กำหนดระดัับ

นััยสำคััญทางสถิิติิ 0.05 ทำการวิิเคราะห์์ต้้นไม้้การ

ตััดสิินใจ และการวิิเคราะห์์วิิธีีเพื่่�อนบ้้านใกล้้ที่่�สุุด โดย

ใช้้ตััวแปรทั้้�งหมดที่่�ทำการศึึกษา และตััวแปรที่่�ผ่่านการ

เลืือกจากการวิิเคราะห์์การถดถอยลอจิิสติิกทวิภาค ใน

การวิิเคราะห์์วิิธีีเพื่่�อนบ้านใกล้้ที่่�สุุด ผู้้�วิิจััยกำหนดขนาด

ของ K โดยใช้้ Operators Optimize Parameter เมื่่�อ 

K คืือ จำนวนข้้อมููลที่่�อยู่่�ใกล้้เคีียงกัันจำนวน K ตััว ซึ่่�งผู้้�

วิิจััยใช้้ K ตั้้�งแต่่ 5 ถึึง 25 ทำการวิิเคราะห์์ค่่า K ที่่�มีีค่่า

ความแม่่นมากที่่�สุุด รายละเอีียดการวิิเคราะห์์แต่่ละวิิธีี

ดัังนี้้�

2.1	 การวิิ เคราะห์์การถดถอยลอจิิสติิกทวิิภาค  

(Binary Logistic Regression Analysis)

	ก ารวิิเคราะห์์การถดถอยลอจิิสติิกทวิภาค [10] 

เป็น็การวิิเคราะห์์เพ่ื่�อทำนายโอกาสที่่�เหตุุการณ์์ที่่�สนใจจะ

เกิิดขึ้้�น และสมการถดถอยลอจิิสติิกที่่�ดีีจะต้้องประกอบ

ด้้วยตััวแปรอิิสระที่่�เหมาะสมที่่�จะทำให้้ค่่าทำนายโอกาส

ที่่�จะเกิิดนั้้�นใกล้้เคีียงกัับความเป็็นจริิง ที่่�ตััวแปรตามเป็็น

ข้้อมููลเชิิงคุุณภาพ มีีค่่าได้้เพีียง 2 ค่่า ส่่วนตััวแปรอิิสระ

อาจจะเป็็นข้อมููลเชิงิปริิมาณหรืือข้้อมููลเชิงิคุุณภาพ จะใช้้

ประมาณโอกาสที่่�จะเกิิดเหตุุการณ์์ ผลของการวิิเคราะห์์

ขึ้้�นอยู่่�กับัปัจัจัยัที่่�สำคัญัคืือการใช้แ้บบจำลองที่่�เหมาะสม 

ในการเลืือกปััจจััยที่่�สำคััญ การแบ่่งกลุ่่�มย่่อยและ
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จำนวนตััวอย่่างในแต่่ละกลุ่่�มย่่อยของปััจจััยนั้้�น โดยมีี 

เป้้าหมายหลัักเพื่่�ออธิิบายความสััมพัันธ์์ระหว่่างตััวแปร

ตาม 1 ตััว กัับตััวแปรอิิสระ p ตััว และนำสมการถดถอย

ที่่�ได้้ไปพยากรณ์์ตััวแปรตาม โดยกำหนดให้้

ขัน้ที ่2 เตรยีมขอ้มูลส าหรบัการน าไปวเิคราะห์โดยผู้วจิยัท าการตรวจสอบข้อมูล ตดัขอ้มูลทีม่ค่ีาผดิปกต ิและ
ขอ้มูลทีม่ค่ีาสูญหาย พบว่ามขีอ้มูลค่าผดิปกต ิจ านวน 211 ชุด และมขีอ้มูลทีม่ค่ีาสูญหาย จ านวน 2,533 ชุด ซึ่งเกดิจาก
อุปกรณ์ และภัยพิบตัทิางธรรมชาต ิเช่น การใช้การใช้อุปกรณ์ที่มคีวามละเอียดต่างกนั อุปกรณ์เกดิการช ารุดระหว่าง
เกบ็ขอ้มูล เกดิภยัแล้งท าใหไ้ม่สามารถเกบ็ขอ้มูลได ้จงึเหลอืขอ้มูลทีใ่ชว้เิคราะห์ทัง้สิน้ 1,709 ชุด ท าการวเิคราะห์ขอ้มูล
เบื้องต้นโดยใชค่้าต ่าสุด ค่าสูงสุด ค่าเฉลี่ย และส่วนเบี่ยงเบนมาตรฐาน  

ขัน้ที่ 3 ท าการวิเคราะห์ข้อมูลโดยโปรแกรม RapidMiner โดยแบ่งข้อมูลที่ใช้ในการศึกษาแต่ละเทคนิคดว้ย
วธิกีารตรวจสอบไขวก้ าหนด k=10  วเิคราะห์ขอ้มูลโดยวธิกีารถดถอยลอจสิตกิทวภิาค ก าหนดระดบันัยส าคญัทางสถติิ 
0.05 ท าการวเิคราะห์ต้นไมก้ารตดัสินใจ และการวเิคราะห์วธิเีพื่อนบ้านใกล้ที่สุด โดยใชต้วัแปรทัง้หมดทีท่ าการศึกษา 
และตวัแปรทีผ่่านการเลอืกจากการวเิคราะห์การถดถอยลอจสิตกิทวภิาค  ในการวเิคราะห์วธิเีพื่อนบ้านใกล้ทีสุ่ด ผูว้จิยั
ก าหนดขนาดของ K โดยใช ้Operators Optimize Parameter เมื่อ K คอื จ านวนขอ้มูลทีอ่ยู่ใกล้เคยีงกนัจ านวน  K ตวั 
ซึ่งผูว้จิยัใช ้K ตัง้แต่ 5 ถงึ 25 ท าการวเิคราะห์ค่า K ทีม่ค่ีาความแม่นมากทีสุ่ด รายละเอยีดการวเิคราะห์แต่ละวธิดีงันี้ 

 การวิเคราะห์การถดถอยลอจิสติกทวิภาค (Binary Logistic Regression Analysis) 

 การวเิคราะห์การถดถอยลอจสิตกิทวภิาค [10] เป็นการวเิคราะห์เพื่อท านายโอกาสทีเ่หตุการณ์ทีส่นใจจะเกดิขึน้ 
และสมการถดถอยลอจิสติกที่ดีจะต้องประกอบด้วยตัวแปรอิสระที่เหมาะสมที่จะท าให้ค่าท านายโอกาสที่จะเกิดนัน้
ใกล้เคยีงกบัความเป็นจริง  ทีต่วัแปรตามเป็นขอ้มูลเชงิคุณภาพ มค่ีาไดเ้พยีง 2 ค่า ส่วนตวัแปรอิสระอาจจะเป็นข้อมูล
เชิงปริมาณหรือข้อมูลเชิงคุณภาพ   จะใช้ประมาณโอกาสที่จะเกิดเหตุการณ์ ผลของการวิเคราะห์ขึ้นอยู่กับปัจจยัที่
ส าคญัคือการใช้แบบจ าลองที่เหมาะสมในการเลอืกปัจจยัที่ส าคญั การแบ่งกลุ่ มย่อยและจ านวนตวัอย่างในแต่ละกลุ่ม
ย่อยของปัจจยันัน้ โดยมเีป้าหมายหลกัเพื่ออธิบายความสมัพนัธ์ระหว่างตัวแปรตาม 1 ตวั กบัตวัแปรอสิระ p ตวั และ
น าสมการถดถอยทีไ่ดไ้ปพยากรณ์ตวัแปรตาม โดยก าหนดให ้

                   𝑃𝑃𝑦𝑦 = 𝑒𝑒𝑏𝑏0+𝑏𝑏1𝑥𝑥1+⋯+𝑏𝑏𝑝𝑝𝑥𝑥𝑝𝑝

1+𝑒𝑒𝑏𝑏0+𝑏𝑏1𝑥𝑥1+⋯+𝑏𝑏𝑝𝑝𝑥𝑥𝑝𝑝                                                (1) 
                          𝑄𝑄𝑦𝑦 = 1 − 𝑃𝑃𝑦𝑦 = 1

1+𝑒𝑒𝑏𝑏0+𝑏𝑏1𝑥𝑥1+⋯+𝑏𝑏𝑝𝑝𝑥𝑥𝑝𝑝                                                                             (2) 
เมื่อ            
𝑃𝑃𝑦𝑦  แทน ความน่าจะเป็นของการเกดิเหตุการณ์ 𝑦𝑦 
𝑄𝑄𝑦𝑦 แทน ความน่าจะเป็นของการไม่เกดิเหตุการณ์ 𝑦𝑦 
𝑒𝑒   แทน ค่าคงตวั มค่ีาประมาณ 2.71828 
𝑏𝑏1,⋯ , 𝑏𝑏𝑝𝑝 แทน ค่าสมัประสทิธิถ์ดถอยลอจสิตกิของตวัแปรอสิระตวัที ่1 ถงึ  𝑝𝑝 
𝑥𝑥1,⋯ , 𝑥𝑥𝑝𝑝 แทน ค่าตวัแปรอสิระตวัที ่1 ถงึ  𝑝𝑝 

การเขยีนตวัแบบลอจสิตกิจะอยูใ่นรูป log ของ Odds เรยีกว่า ลอจติ (Logit) หรอืฟังก์ชนัตอบสนองลอจติ 
ดงันี้ 
                                𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 = 𝑃𝑃𝑦𝑦

𝑄𝑄𝑦𝑦
                                                                    (3) 

    𝑙𝑙𝑙𝑙𝑙𝑙(𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂) = 𝑙𝑙𝑙𝑙𝑙𝑙 (𝑃𝑃𝑦𝑦𝑄𝑄𝑦𝑦)                                            (4) 
                  𝑙𝑙𝑙𝑙𝑙𝑙(𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂) = 𝑒𝑒𝑏𝑏0+𝑏𝑏1𝑥𝑥1+⋯+𝑏𝑏𝑝𝑝𝑥𝑥𝑝𝑝                                                      (5) 
ถ้าค่า Odds มค่ีามากกว่า 1 แสดงว่าเหตุการณ์นัน้มโีอกาสเกดิขึน้มากกว่าทีจ่ะไม่เกดิขึน้  

เทคนิคการเลือกตัวแปรอิสระเข้าสมการการถดถอยลอจิสตกิมีหลากหลายวิธี เช่น การเลือกตัวแปรดว้ยวธิี
พิจารณาทุกรูปแบบ (Enter Method)  การเลือกตัวแปรด้วยวิธกีารเพิ่มตวัแปร (Forward Method)  การเลือกตวัแปร
ด้วยวิธีการลดตวัแปร (Backward Method)  ส าหรบัการวิจยัครัง้นี้ผู้วิจยัท าการวิเคราะห์โดยเลอืกตัวแปรดว้ยวิธกีาร
เพิม่ตวัแปร ซึ่งเป็นเทคนิคหนึ่งโดยทีท่ดสอบเพื่อเลือกตวัแปรของสมการถดถอยลอจิสตกิ  โดยจะเริม่ดว้ยรูปแบบที่ไม่

เมื่่�อ	  

Py	 แทน ความน่่าจะเป็็นของการเกิิดเหตุุการณ์์ 

Qy	 แทน ความน่่าจะเป็็นของการไม่่เกิิดเหตุุการณ์์ 

e	 แทน ค่่าคงตััว มีีค่่าประมาณ 2.71828

b1,..., bp	 แทน ค่่าสััมประสิิทธ์ิ์�ถดถอยลอจิิสติิกของ 

	ตั ัวแปรอิิสระตััวที่่� 1 ถึึง p

x1,..., xp	 แทน ค่่าตััวแปรอิิสระตััวที่่� 1 ถึึง p

	ก ารเขีียนตััวแบบลอจิิสติิกจะอยู่่�ในรููป log ของ 

Odds เรีียกว่า ลอจิิต (Logit) หรืือฟัังก์์ชัันตอบสนอง 

ลอจิิต ดัังนี้้�

ขัน้ที ่2 เตรยีมขอ้มูลส าหรบัการน าไปวเิคราะห์โดยผู้วจิยัท าการตรวจสอบข้อมูล ตดัขอ้มูลทีม่ค่ีาผดิปกต ิและ
ขอ้มูลทีม่ค่ีาสูญหาย พบว่ามขีอ้มูลค่าผดิปกต ิจ านวน 211 ชุด และมขีอ้มูลทีม่ค่ีาสูญหาย จ านวน 2,533 ชุด ซึ่งเกดิจาก
อุปกรณ์ และภัยพิบตัทิางธรรมชาต ิเช่น การใช้การใช้อุปกรณ์ที่มคีวามละเอียดต่างกนั อุปกรณ์เกดิการช ารุดระหว่าง
เกบ็ขอ้มูล เกดิภยัแล้งท าใหไ้ม่สามารถเกบ็ขอ้มูลได ้จงึเหลอืขอ้มูลทีใ่ชว้เิคราะห์ทัง้สิน้ 1,709 ชุด ท าการวเิคราะห์ขอ้มูล
เบื้องต้นโดยใชค่้าต ่าสุด ค่าสูงสุด ค่าเฉลี่ย และส่วนเบี่ยงเบนมาตรฐาน  

ขัน้ที่ 3 ท าการวิเคราะห์ข้อมูลโดยโปรแกรม RapidMiner โดยแบ่งข้อมูลที่ใช้ในการศึกษาแต่ละเทคนิคดว้ย
วธิกีารตรวจสอบไขวก้ าหนด k=10  วเิคราะห์ขอ้มูลโดยวธิกีารถดถอยลอจสิตกิทวภิาค ก าหนดระดบันัยส าคญัทางสถติิ 
0.05 ท าการวเิคราะห์ต้นไมก้ารตดัสินใจ และการวเิคราะห์วธิเีพื่อนบ้านใกล้ที่สุด โดยใชต้วัแปรทัง้หมดทีท่ าการศึกษา 
และตวัแปรทีผ่่านการเลอืกจากการวเิคราะห์การถดถอยลอจสิตกิทวภิาค  ในการวเิคราะห์วธิเีพื่อนบ้านใกล้ทีสุ่ด ผูว้จิยั
ก าหนดขนาดของ K โดยใช ้Operators Optimize Parameter เมื่อ K คอื จ านวนขอ้มูลทีอ่ยู่ใกล้เคยีงกนัจ านวน  K ตวั 
ซึ่งผูว้จิยัใช ้K ตัง้แต่ 5 ถงึ 25 ท าการวเิคราะห์ค่า K ทีม่ค่ีาความแม่นมากทีสุ่ด รายละเอยีดการวเิคราะห์แต่ละวธิดีงันี้ 

 การวิเคราะห์การถดถอยลอจิสติกทวิภาค (Binary Logistic Regression Analysis) 

 การวเิคราะห์การถดถอยลอจสิตกิทวภิาค [10] เป็นการวเิคราะห์เพื่อท านายโอกาสทีเ่หตุการณ์ทีส่นใจจะเกดิขึน้ 
และสมการถดถอยลอจิสติกที่ดีจะต้องประกอบด้วยตัวแปรอิสระที่เหมาะสมที่จะท าให้ค่าท านายโอกาสที่จะเกิดนัน้
ใกล้เคยีงกบัความเป็นจริง  ทีต่วัแปรตามเป็นขอ้มูลเชงิคุณภาพ มค่ีาไดเ้พยีง 2 ค่า ส่วนตวัแปรอิสระอาจจะเป็นข้อมูล
เชิงปริมาณหรือข้อมูลเชิงคุณภาพ   จะใช้ประมาณโอกาสที่จะเกิดเหตุการณ์ ผลของการวิเคราะห์ขึ้นอยู่กับปัจจยัที่
ส าคญัคือการใช้แบบจ าลองที่เหมาะสมในการเลอืกปัจจยัที่ส าคญั การแบ่งกลุ่ มย่อยและจ านวนตวัอย่างในแต่ละกลุ่ม
ย่อยของปัจจยันัน้ โดยมเีป้าหมายหลกัเพื่ออธิบายความสมัพนัธ์ระหว่างตัวแปรตาม 1 ตวั กบัตวัแปรอสิระ p ตวั และ
น าสมการถดถอยทีไ่ดไ้ปพยากรณ์ตวัแปรตาม โดยก าหนดให ้

                   𝑃𝑃𝑦𝑦 = 𝑒𝑒𝑏𝑏0+𝑏𝑏1𝑥𝑥1+⋯+𝑏𝑏𝑝𝑝𝑥𝑥𝑝𝑝

1+𝑒𝑒𝑏𝑏0+𝑏𝑏1𝑥𝑥1+⋯+𝑏𝑏𝑝𝑝𝑥𝑥𝑝𝑝                                                (1) 
                          𝑄𝑄𝑦𝑦 = 1 − 𝑃𝑃𝑦𝑦 = 1

1+𝑒𝑒𝑏𝑏0+𝑏𝑏1𝑥𝑥1+⋯+𝑏𝑏𝑝𝑝𝑥𝑥𝑝𝑝                                                                             (2) 
เมื่อ            
𝑃𝑃𝑦𝑦  แทน ความน่าจะเป็นของการเกดิเหตุการณ์ 𝑦𝑦 
𝑄𝑄𝑦𝑦 แทน ความน่าจะเป็นของการไม่เกดิเหตุการณ์ 𝑦𝑦 
𝑒𝑒   แทน ค่าคงตวั มค่ีาประมาณ 2.71828 
𝑏𝑏1,⋯ , 𝑏𝑏𝑝𝑝 แทน ค่าสมัประสทิธิถ์ดถอยลอจสิตกิของตวัแปรอสิระตวัที ่1 ถงึ  𝑝𝑝 
𝑥𝑥1,⋯ , 𝑥𝑥𝑝𝑝 แทน ค่าตวัแปรอสิระตวัที ่1 ถงึ  𝑝𝑝 

การเขยีนตวัแบบลอจสิตกิจะอยูใ่นรูป log ของ Odds เรยีกว่า ลอจติ (Logit) หรอืฟังก์ชนัตอบสนองลอจติ 
ดงันี้ 
                                𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 = 𝑃𝑃𝑦𝑦

𝑄𝑄𝑦𝑦
                                                                    (3) 

    𝑙𝑙𝑙𝑙𝑙𝑙(𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂) = 𝑙𝑙𝑙𝑙𝑙𝑙 (𝑃𝑃𝑦𝑦𝑄𝑄𝑦𝑦)                                            (4) 
                  𝑙𝑙𝑙𝑙𝑙𝑙(𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂) = 𝑒𝑒𝑏𝑏0+𝑏𝑏1𝑥𝑥1+⋯+𝑏𝑏𝑝𝑝𝑥𝑥𝑝𝑝                                                      (5) 
ถ้าค่า Odds มค่ีามากกว่า 1 แสดงว่าเหตุการณ์นัน้มโีอกาสเกดิขึน้มากกว่าทีจ่ะไม่เกดิขึน้  

เทคนิคการเลือกตัวแปรอิสระเข้าสมการการถดถอยลอจิสตกิมีหลากหลายวิธี เช่น การเลือกตัวแปรดว้ยวธิี
พิจารณาทุกรูปแบบ (Enter Method)  การเลือกตัวแปรด้วยวิธกีารเพิ่มตวัแปร (Forward Method)  การเลือกตวัแปร
ด้วยวิธีการลดตวัแปร (Backward Method)  ส าหรบัการวิจยัครัง้นี้ผู้วิจยัท าการวิเคราะห์โดยเลอืกตัวแปรดว้ยวิธกีาร
เพิม่ตวัแปร ซึ่งเป็นเทคนิคหนึ่งโดยทีท่ดสอบเพื่อเลือกตวัแปรของสมการถดถอยลอจิสตกิ  โดยจะเริม่ดว้ยรูปแบบที่ไม่

	ถ้ ้าค่่า Odds มีีค่่ามากกว่่า 1 แสดงว่่าเหตุุการณ์์

นั้้�นมีีโอกาสเกิิดขึ้้�นมากกว่่าที่่�จะไม่่เกิิดขึ้้�น 

	 เทคนิิคการเลืือกตัวแปรอิิสระเข้้าสมการการ

ถดถอยลอจิิสติิกมีีหลากหลายวิิธีี เช่่น การเลืือกตััวแปร

ด้้วยวิิธีีพิิจารณาทุุกรููปแบบ (Enter Method) การเลืือก

ตัวัแปรด้ว้ยวิิธีีการเพิ่่�มตัวัแปร (Forward Method) การ

เลืือกตัวัแปรด้ว้ยวิิธีีการลดตัวัแปร (Backward Method) 

สำหรัับการวิิจััยครั้้�งนี้้�ผู้้�วิิจััยทำการวิิเคราะห์์โดยเลืือก

ตััวแปรด้้วยวิิธีีการเพิ่่�มตััวแปร ซึ่่�งเป็็นเทคนิิคหนึ่่�งโดยที่่�

ทดสอบเพื่่�อเลืือกตััวแปรของสมการถดถอยลอจิิสติิก 

โดยจะเริ่่�มด้้วยรููปแบบที่่�ไม่่มีีตััวแปรอิิสระอยู่่� ทำการ

เพิ่่�มตััวแปรอิิสระทีีละตััวเข้้าไปในตััวแบบการถดถอย ใน

แต่่ละขั้้�นตอนที่่�มีีการเพิ่่�มตััวแปรอิิสระจะพิิจารณาจาก

ค่่าความน่่าจะเป็็นของตััวทดสอบอััตราส่่วนน่าจะเป็็น 

(likelihood ratio test statistic) และถ้้าตััวแปรอิิสระ

ใดไม่่มีีผลต่่อความน่่าจะเป็็นของตััวแปรตาม จะทำการ

ตััดตััวแปรอิิสระที่่�ไม่่มีีนัยสำคััญ จนได้้สมการสุุดท้้ายที่่�

มีีเฉพาะตััวแปรที่่�มีีนัยสำคััญต่่อตััวแปรตามเท่่านั้้�น และ

ทำการตรวจสอบความเหมาะสมของสมการถดถอยลอ 

จิิสติิกที่่�ได้้โดยวิิธีีทดสอบความเหมาะสมของตััวแบบ

โดยใช้้วิิธีีสารููปสนิิทดีี Hosmer-Lemeshow ที่่�ระดัับ

นััยสำคััญ 0.05

2.2	ต้ ้นไม้้ตััดสิินใจ (Decision tree) 

	ต้ ้นไม้้ตััดสิินใจเป็็นโครงสร้้างข้้อมููลชนิดเป็็น

ลำดัับชั้้�น (Hierarchy) ใช้้ สนัับสนุุนการตััดสิินใจ โดย

จะมีีลัักษณะคล้้ายต้้นไม้้จริิงกลัับหััวที่่�มีีโหนดราก (Root 

Node) อยู่่�ด้านบนสุดและใบ (Leaf) อยู่่�ล่างสุุดของ

ต้้นไม้้ ภายในต้้นไม้้จะประกอบไปด้้วยโหนด (Node) 

ซึ่่�งแต่่ละโหนดจะมีีคุณลัักษณะ (Attribute) เป็็นตัว

ทดสอบ กิ่่�งของต้้นไม้้ (Branch) แสดงถึึงค่่าที่่�เป็็นไปได้้

ของคุุณลัักษณะที่่�ถููกเลืือก ทดสอบ และใบ (Leaf) ซึ่่�ง

เป็็นสิ่่�งที่่�อยู่่�ล่างสุุดของต้้นไม้้ตััดสิินใจแสดงถึึงกลุ่่�มของ

ข้อ้มูลู (Class) หรืือ นั่่�นก็ค็ืือ ผลลััพธ์ท์ี่่�ได้จ้ากการทำนาย 

ขัน้ที ่2 เตรยีมขอ้มูลส าหรบัการน าไปวเิคราะห์โดยผู้วจิยัท าการตรวจสอบข้อมูล ตดัขอ้มูลทีม่ค่ีาผดิปกต ิและ
ขอ้มูลทีม่ค่ีาสูญหาย พบว่ามขีอ้มูลค่าผดิปกต ิจ านวน 211 ชุด และมขีอ้มูลทีม่ค่ีาสูญหาย จ านวน 2,533 ชุด ซึ่งเกดิจาก
อุปกรณ์ และภัยพิบตัทิางธรรมชาต ิเช่น การใช้การใช้อุปกรณ์ที่มคีวามละเอียดต่างกนั อุปกรณ์เกดิการช ารุดระหว่าง
เกบ็ขอ้มูล เกดิภยัแล้งท าใหไ้ม่สามารถเกบ็ขอ้มูลได ้จงึเหลอืขอ้มูลทีใ่ชว้เิคราะห์ทัง้สิน้ 1,709 ชุด ท าการวเิคราะห์ขอ้มูล
เบื้องต้นโดยใชค่้าต ่าสุด ค่าสูงสุด ค่าเฉลี่ย และส่วนเบี่ยงเบนมาตรฐาน  

ขัน้ที่ 3 ท าการวิเคราะห์ข้อมูลโดยโปรแกรม RapidMiner โดยแบ่งข้อมูลที่ใช้ในการศึกษาแต่ละเทคนิคดว้ย
วธิกีารตรวจสอบไขวก้ าหนด k=10  วเิคราะห์ขอ้มูลโดยวธิกีารถดถอยลอจสิตกิทวภิาค ก าหนดระดบันัยส าคญัทางสถติิ 
0.05 ท าการวเิคราะห์ต้นไมก้ารตดัสินใจ และการวเิคราะห์วธิเีพื่อนบ้านใกล้ที่สุด โดยใชต้วัแปรทัง้หมดทีท่ าการศึกษา 
และตวัแปรทีผ่่านการเลอืกจากการวเิคราะห์การถดถอยลอจสิตกิทวภิาค  ในการวเิคราะห์วธิเีพื่อนบ้านใกล้ทีสุ่ด ผูว้จิยั
ก าหนดขนาดของ K โดยใช ้Operators Optimize Parameter เมื่อ K คอื จ านวนขอ้มูลทีอ่ยู่ใกล้เคยีงกนัจ านวน  K ตวั 
ซึ่งผูว้จิยัใช ้K ตัง้แต่ 5 ถงึ 25 ท าการวเิคราะห์ค่า K ทีม่ค่ีาความแม่นมากทีสุ่ด รายละเอยีดการวเิคราะห์แต่ละวธิดีงันี้ 

 การวิเคราะห์การถดถอยลอจิสติกทวิภาค (Binary Logistic Regression Analysis) 

 การวเิคราะห์การถดถอยลอจสิตกิทวภิาค [10] เป็นการวเิคราะห์เพื่อท านายโอกาสทีเ่หตุการณ์ทีส่นใจจะเกดิขึน้ 
และสมการถดถอยลอจิสติกที่ดีจะต้องประกอบด้วยตัวแปรอิสระที่เหมาะสมที่จะท าให้ค่าท านายโอกาสที่จะเกิดนัน้
ใกล้เคยีงกบัความเป็นจริง  ทีต่วัแปรตามเป็นขอ้มูลเชงิคุณภาพ มค่ีาไดเ้พยีง 2 ค่า ส่วนตวัแปรอิสระอาจจะเป็นข้อมูล
เชิงปริมาณหรือข้อมูลเชิงคุณภาพ   จะใช้ประมาณโอกาสที่จะเกิดเหตุการณ์ ผลของการวิเคราะห์ขึ้นอยู่กับปัจจยัที่
ส าคญัคือการใช้แบบจ าลองที่เหมาะสมในการเลอืกปัจจยัที่ส าคญั การแบ่งกลุ่ มย่อยและจ านวนตวัอย่างในแต่ละกลุ่ม
ย่อยของปัจจยันัน้ โดยมเีป้าหมายหลกัเพื่ออธิบายความสมัพนัธ์ระหว่างตัวแปรตาม 1 ตวั กบัตวัแปรอสิระ p ตวั และ
น าสมการถดถอยทีไ่ดไ้ปพยากรณ์ตวัแปรตาม โดยก าหนดให ้

                   𝑃𝑃𝑦𝑦 = 𝑒𝑒𝑏𝑏0+𝑏𝑏1𝑥𝑥1+⋯+𝑏𝑏𝑝𝑝𝑥𝑥𝑝𝑝

1+𝑒𝑒𝑏𝑏0+𝑏𝑏1𝑥𝑥1+⋯+𝑏𝑏𝑝𝑝𝑥𝑥𝑝𝑝                                                (1) 
                          𝑄𝑄𝑦𝑦 = 1 − 𝑃𝑃𝑦𝑦 = 1

1+𝑒𝑒𝑏𝑏0+𝑏𝑏1𝑥𝑥1+⋯+𝑏𝑏𝑝𝑝𝑥𝑥𝑝𝑝                                                                             (2) 
เมื่อ            
𝑃𝑃𝑦𝑦  แทน ความน่าจะเป็นของการเกดิเหตุการณ์ 𝑦𝑦 
𝑄𝑄𝑦𝑦 แทน ความน่าจะเป็นของการไม่เกดิเหตุการณ์ 𝑦𝑦 
𝑒𝑒   แทน ค่าคงตวั มค่ีาประมาณ 2.71828 
𝑏𝑏1,⋯ , 𝑏𝑏𝑝𝑝 แทน ค่าสมัประสทิธิถ์ดถอยลอจสิตกิของตวัแปรอสิระตวัที ่1 ถงึ  𝑝𝑝 
𝑥𝑥1,⋯ , 𝑥𝑥𝑝𝑝 แทน ค่าตวัแปรอสิระตวัที ่1 ถงึ  𝑝𝑝 

การเขยีนตวัแบบลอจสิตกิจะอยูใ่นรูป log ของ Odds เรยีกว่า ลอจติ (Logit) หรอืฟังก์ชนัตอบสนองลอจติ 
ดงันี้ 
                                𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 = 𝑃𝑃𝑦𝑦

𝑄𝑄𝑦𝑦
                                                                    (3) 

    𝑙𝑙𝑙𝑙𝑙𝑙(𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂) = 𝑙𝑙𝑙𝑙𝑙𝑙 (𝑃𝑃𝑦𝑦𝑄𝑄𝑦𝑦)                                            (4) 
                  𝑙𝑙𝑙𝑙𝑙𝑙(𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂) = 𝑒𝑒𝑏𝑏0+𝑏𝑏1𝑥𝑥1+⋯+𝑏𝑏𝑝𝑝𝑥𝑥𝑝𝑝                                                      (5) 
ถ้าค่า Odds มค่ีามากกว่า 1 แสดงว่าเหตุการณ์นัน้มโีอกาสเกดิขึน้มากกว่าทีจ่ะไม่เกดิขึน้  

เทคนิคการเลือกตัวแปรอิสระเข้าสมการการถดถอยลอจิสตกิมีหลากหลายวิธี เช่น การเลือกตัวแปรดว้ยวธิี
พิจารณาทุกรูปแบบ (Enter Method)  การเลือกตัวแปรด้วยวิธกีารเพิ่มตวัแปร (Forward Method)  การเลือกตวัแปร
ด้วยวิธีการลดตวัแปร (Backward Method)  ส าหรบัการวิจยัครัง้นี้ผู้วิจยัท าการวิเคราะห์โดยเลอืกตัวแปรดว้ยวิธกีาร
เพิม่ตวัแปร ซึ่งเป็นเทคนิคหนึ่งโดยทีท่ดสอบเพื่อเลือกตวัแปรของสมการถดถอยลอจิสตกิ  โดยจะเริม่ดว้ยรูปแบบที่ไม่

ขัน้ที ่2 เตรยีมขอ้มูลส าหรบัการน าไปวเิคราะห์โดยผู้วจิยัท าการตรวจสอบข้อมูล ตดัขอ้มูลทีม่ค่ีาผดิปกต ิและ
ขอ้มูลทีม่ค่ีาสูญหาย พบว่ามขีอ้มูลค่าผดิปกต ิจ านวน 211 ชุด และมขีอ้มูลทีม่ค่ีาสูญหาย จ านวน 2,533 ชุด ซึ่งเกดิจาก
อุปกรณ์ และภัยพิบตัทิางธรรมชาต ิเช่น การใช้การใช้อุปกรณ์ที่มคีวามละเอียดต่างกนั อุปกรณ์เกดิการช ารุดระหว่าง
เกบ็ขอ้มูล เกดิภยัแล้งท าใหไ้ม่สามารถเกบ็ขอ้มูลได ้จงึเหลอืขอ้มูลทีใ่ชว้เิคราะห์ทัง้สิน้ 1,709 ชุด ท าการวเิคราะห์ขอ้มูล
เบื้องต้นโดยใชค่้าต ่าสุด ค่าสูงสุด ค่าเฉลี่ย และส่วนเบี่ยงเบนมาตรฐาน  

ขัน้ที่ 3 ท าการวิเคราะห์ข้อมูลโดยโปรแกรม RapidMiner โดยแบ่งข้อมูลที่ใช้ในการศึกษาแต่ละเทคนิคดว้ย
วธิกีารตรวจสอบไขวก้ าหนด k=10  วเิคราะห์ขอ้มูลโดยวธิกีารถดถอยลอจสิตกิทวภิาค ก าหนดระดบันัยส าคญัทางสถติิ 
0.05 ท าการวเิคราะห์ต้นไมก้ารตดัสินใจ และการวเิคราะห์วธิเีพื่อนบ้านใกล้ที่สุด โดยใชต้วัแปรทัง้หมดทีท่ าการศึกษา 
และตวัแปรทีผ่่านการเลอืกจากการวเิคราะห์การถดถอยลอจสิตกิทวภิาค  ในการวเิคราะห์วธิเีพื่อนบ้านใกล้ทีสุ่ด ผูว้จิยั
ก าหนดขนาดของ K โดยใช ้Operators Optimize Parameter เมื่อ K คอื จ านวนขอ้มูลทีอ่ยู่ใกล้เคยีงกนัจ านวน  K ตวั 
ซึ่งผูว้จิยัใช ้K ตัง้แต่ 5 ถงึ 25 ท าการวเิคราะห์ค่า K ทีม่ค่ีาความแม่นมากทีสุ่ด รายละเอยีดการวเิคราะห์แต่ละวธิดีงันี้ 

 การวิเคราะห์การถดถอยลอจิสติกทวิภาค (Binary Logistic Regression Analysis) 

 การวเิคราะห์การถดถอยลอจสิตกิทวภิาค [10] เป็นการวเิคราะห์เพื่อท านายโอกาสทีเ่หตุการณ์ทีส่นใจจะเกดิขึน้ 
และสมการถดถอยลอจิสติกที่ดีจะต้องประกอบด้วยตัวแปรอิสระที่เหมาะสมที่จะท าให้ค่าท านายโอกาสที่จะเกิดนัน้
ใกล้เคยีงกบัความเป็นจริง  ทีต่วัแปรตามเป็นขอ้มูลเชงิคุณภาพ มค่ีาไดเ้พยีง 2 ค่า ส่วนตวัแปรอิสระอาจจะเป็นข้อมูล
เชิงปริมาณหรือข้อมูลเชิงคุณภาพ   จะใช้ประมาณโอกาสที่จะเกิดเหตุการณ์ ผลของการวิเคราะห์ขึ้นอยู่กับปัจจยัที่
ส าคญัคือการใช้แบบจ าลองที่เหมาะสมในการเลอืกปัจจยัที่ส าคญั การแบ่งกลุ่ มย่อยและจ านวนตวัอย่างในแต่ละกลุ่ม
ย่อยของปัจจยันัน้ โดยมเีป้าหมายหลกัเพื่ออธิบายความสมัพนัธ์ระหว่างตัวแปรตาม 1 ตวั กบัตวัแปรอสิระ p ตวั และ
น าสมการถดถอยทีไ่ดไ้ปพยากรณ์ตวัแปรตาม โดยก าหนดให ้

                   𝑃𝑃𝑦𝑦 = 𝑒𝑒𝑏𝑏0+𝑏𝑏1𝑥𝑥1+⋯+𝑏𝑏𝑝𝑝𝑥𝑥𝑝𝑝

1+𝑒𝑒𝑏𝑏0+𝑏𝑏1𝑥𝑥1+⋯+𝑏𝑏𝑝𝑝𝑥𝑥𝑝𝑝                                                (1) 
                          𝑄𝑄𝑦𝑦 = 1 − 𝑃𝑃𝑦𝑦 = 1

1+𝑒𝑒𝑏𝑏0+𝑏𝑏1𝑥𝑥1+⋯+𝑏𝑏𝑝𝑝𝑥𝑥𝑝𝑝                                                                             (2) 
เมื่อ            
𝑃𝑃𝑦𝑦  แทน ความน่าจะเป็นของการเกดิเหตุการณ์ 𝑦𝑦 
𝑄𝑄𝑦𝑦 แทน ความน่าจะเป็นของการไม่เกดิเหตุการณ์ 𝑦𝑦 
𝑒𝑒   แทน ค่าคงตวั มค่ีาประมาณ 2.71828 
𝑏𝑏1,⋯ , 𝑏𝑏𝑝𝑝 แทน ค่าสมัประสทิธิถ์ดถอยลอจสิตกิของตวัแปรอสิระตวัที ่1 ถงึ  𝑝𝑝 
𝑥𝑥1,⋯ , 𝑥𝑥𝑝𝑝 แทน ค่าตวัแปรอสิระตวัที ่1 ถงึ  𝑝𝑝 

การเขยีนตวัแบบลอจสิตกิจะอยูใ่นรูป log ของ Odds เรยีกว่า ลอจติ (Logit) หรอืฟังก์ชนัตอบสนองลอจติ 
ดงันี้ 
                                𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 = 𝑃𝑃𝑦𝑦

𝑄𝑄𝑦𝑦
                                                                    (3) 

    𝑙𝑙𝑙𝑙𝑙𝑙(𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂) = 𝑙𝑙𝑙𝑙𝑙𝑙 (𝑃𝑃𝑦𝑦𝑄𝑄𝑦𝑦)                                            (4) 
                  𝑙𝑙𝑙𝑙𝑙𝑙(𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂) = 𝑒𝑒𝑏𝑏0+𝑏𝑏1𝑥𝑥1+⋯+𝑏𝑏𝑝𝑝𝑥𝑥𝑝𝑝                                                      (5) 
ถ้าค่า Odds มค่ีามากกว่า 1 แสดงว่าเหตุการณ์นัน้มโีอกาสเกดิขึน้มากกว่าทีจ่ะไม่เกดิขึน้  

เทคนิคการเลือกตัวแปรอิสระเข้าสมการการถดถอยลอจิสตกิมีหลากหลายวิธี เช่น การเลือกตัวแปรดว้ยวธิี
พิจารณาทุกรูปแบบ (Enter Method)  การเลือกตัวแปรด้วยวิธกีารเพิ่มตวัแปร (Forward Method)  การเลือกตวัแปร
ด้วยวิธีการลดตวัแปร (Backward Method)  ส าหรบัการวิจยัครัง้นี้ผู้วิจยัท าการวิเคราะห์โดยเลอืกตัวแปรดว้ยวิธกีาร
เพิม่ตวัแปร ซึ่งเป็นเทคนิคหนึ่งโดยทีท่ดสอบเพื่อเลือกตวัแปรของสมการถดถอยลอจิสตกิ  โดยจะเริม่ดว้ยรูปแบบที่ไม่
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โหนดที่่�อยู่่�บนสุดของต้้นไม้้เรีียกว่าโหนดรากหลัังจากนั้้�น

จะทำการหาตััวแปรอิิสระที่่�มีีความสััมพัันธ์ในลำดัับถัดมา

เรื่่�อยๆ เพ่ื่�อหาปมตััดสิินใจ (Decision Node) สำหรัับ

โครงสร้้างต่่อๆ ไป จนถึึงใบ ซึ่่�งเป็็นค่าของตััวแปรตาม 

ซึ่่�งขั้้�นตอนวิิธีีที่่�ใช้้ในการสร้้างต้้นไม้้ตััดสิินใจจะนำหลััก

การทฤษฎีีสารสนเทศ (Information Theory) มาใช้้โดย

มีีการวััดปริิมาณสารสนเทศของข้้อมููลด้้วยค่่าเอนโทรปีี 

(Entropy) ซึ่่�งเป็็นปริิมาณที่่�บ่่งบอกความไม่่แน่่นอน ซึ่่�ง 

ค่า่สารสนเทศของข้้อมููลจะขึ้้�นอยู่่�กับัความน่า่จะเป็็นของ

ข้้อมููล [10, 11] สามารถเขีียนในรููปสมการ ได้้ดัังนี้้� 

มตีวัแปรอสิระอยู่ ท าการเพิม่ตวัแปรอสิระทลีะตวัเขา้ไปในตวัแบบการถดถอย ในแต่ละขัน้ตอนทีม่กีารเพิม่ตวัแปรอสิระ
จะพิจารณาจากค่าความน่าจะเป็นของตัวทดสอบอัตราส่วนน่าจะเป็น (likelihood ratio test statistic)  และถ้าตัวแปร
อิสระใดไม่มีผลต่อความน่าจะเป็นของตัวแปรตาม จะท าการตัดตวัแปรอิสระที่ไม่มีนัยส าคญั จนได้สมการสุดทา้ยทีม่ี
เฉพาะตวัแปรทีม่นีัยส าคญัต่อตวัแปรตามเท่านัน้  และท าการตรวจสอบความเหมาะสมของสมการถดถอยลอจสิตกิทีไ่ด้
โดยวิธีทดสอบความเหมาะสมของตัวแบบโดยใช้วิธีสารูปสนิทดี Hosmer-Lemeshow ที่ระดับนัยสำคัญ 0.05 

 
ต้นไม้ตดัสินใจ (Decision tree)         
ต้นไมต้ดัสนิใจเป็นโครงสรา้งขอ้มูลชนิดเป็นล าดบัชัน้ (Hierarchy) ใช ้สนับสนุนการตดัสนิใจ โดยจะมลีกัษณะ

คล้ายต้นไม้จรงิกลบัหวัทีม่ีโหนดราก (Root Node) อยู่ด้านบนสุดและใบ (Leaf) อยู่ล่างสุดของต้นไม้ ภายในต้นไมจ้ะ
ประกอบไปดว้ยโหนด (Node) ซึ่งแต่ละโหนดจะมีคุณลกัษณะ  (Attribute) เป็นตัวทดสอบ กิ่งของต้นไม้ (Branch) 
แสดงถงึค่าทีเ่ป็นไปไดข้องคุณลกัษณะทีถู่กเลอืก ทดสอบ และใบ (Leaf) ซึ่งเป็นสิง่ทีอ่ยู่ล่างสุดของต้นไมต้ดัสนิใจแสดง
ถึงกลุ่มของข้อมูล (Class) หรือ นัน่ก็คือ ผลลพัธ์ที่ได้จากการท านาย โหนดที่อยู่บนสุดของต้นไม้เรียกว่าโหนดราก
หลงัจากนัน้จะท าการหาตัวแปรอิสระที่มีความสัมพนัธ์ในล าดบัถัดมาเรื่อย ๆ เพื่อหาปมตัดสินใจ (Decision Node) 
ส าหรบัโครงสร้างต่อ ๆ ไป จนถึงใบ ซึ่งเป็นค่าของตัวแปรตาม ซึ่งขัน้ตอนวิธีที่ใช้ในการสร้างต้นไม้ตัดสินใจจะน า
หลกัการทฤษฎีสารสนเทศ (Information Theory) มาใช้โดยมีการวดัปริมาณสารสนเทศของข้อมูลด้วยค่าเอนโทรปี 
(Entropy) ซึ่งเป็นปรมิาณที่บ่งบอกความไม่แน่นอน ซึ่ง ค่าสารสนเทศของข้อมูลจะขึ้นอยู่กับความน่าจะเป็นของข้อมูล 
[10, 11] สามารถเขยีนในรูปสมการ ไดด้งันี้  

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝐷𝐷) = − ∑ 𝑝𝑝𝑙𝑙𝑙𝑙𝑙𝑙2(𝑝𝑝𝑖𝑖)𝑚𝑚
𝑖𝑖=1                                                                    (6)                                                                         

เมื่อ  
𝑝𝑝𝑖𝑖  แทน ความน่าจะเป็นทีข่อ้มูลในฐานขอ้มูล 𝐷𝐷 อยู่ในกลุ่ม 𝐶𝐶𝑖𝑖 ซึ่งมค่ีา |𝐶𝐶𝑖𝑖𝐷𝐷|/|𝐷𝐷| 
𝑝𝑝    แทน จ านวนกลุ่มทัง้หมดทีต่่างกนัของขอ้มูลชุดนัน้ 
𝐶𝐶𝑖𝑖  แทน กลุ่มในล าดบัที ่𝑖𝑖 โดยที ่𝑖𝑖 มค่ีาระหว่าง 1 ถงึ 𝑚𝑚  
|𝐶𝐶𝑖𝑖𝐷𝐷|   แทน จ านวนขอ้มูลในฐานขอ้มูล 𝐷𝐷 ทีอ่ยู่ในกลุ่ม 𝐶𝐶𝑖𝑖  
 

เพื่อนบ้านท่ีใกล้ท่ีสุด (K-Nearest Neighbors, K-NN) 
เพื่อนบ้านที่ใกล้ที่สุดหลกัการของวิธีการนี้จะจ าแนกประเภทข้อมูลโดยขึ้นกับข้อมูลที่มีคุณสมบตัิใกล้เคยีง

ที่สุด K ตัว จากชุดข้อมูลเรียนรู้ท างานโดยขึน้กบัระยะทางน้อยสุดจากสมาชิกใหม่หรือข้อมูลทีป้่อนถามกบัชุดขอ้มูล
ทดสอบ จะค านวณหาเพื่อนบ้านที่ใกล้ทีสุ่ด K ตัว หลงัจากนัน้เราจะรวบรวมสมาชิกทีใ่กล้เคียงที่สุด K  ตัวแล้วเลอืก
ค่าที่สมาชิกส่วนใหญ่ K ดงักล่าวอยู่มากที่สุดใหก้ับสมาชกิใหม่ ข้อมูลการจ าแนกโดยใช้ขอ้มูล K  ตัวประกอบด้วยแอ
ตทรบิวิหลายตวัแปรจะน ามาใชใ้นการแบ่งกลุ่ม  โดยระบุค่าตวัเลขจ านวนเตม็ K ซึ่งค่านี้จะเป็นตวับอกจ านวนของกรณี
ที่จะต้องค้นหาในการท านายกรณีใหม่ อัลกอริทึมแบบ K-NN การน าระยะทางที่หาได้จากสมาชิกในข้อมูลตัวอย่าง
ฝึกฝนมาเรยีงล าดบัจากน้อยไปหามากแล้วเลอืกสมาชกิทีม่รีะยะทางใกล้เคยีงทีสุ่ดออกมา K ตวัโดยใชก้ารวดัระยะทาง
แบบยูคลเิดยีน (Euclidean Distance) มหีลกัการคอื การวดัระยะทางระหว่างวตัถุ ถ้าวตัถุห่างกนัมากแสดงว่าวตัถุนัน้มี
ความคล้ายกนัน้อย ถ้ามรีะยะทางระหว่างวตัถุน้อยกแ็สดงว่ามคีวามคล้ายคลงึกนัมาก [11] 

ขัน้ที่ 4 พิจารณาประสิทธิภาพของข้อมูล หลังจากสร้างแบบจ าลองวิเคราะห์ข้อมูลแล้ว น าตัวแบบของ
แบบจ าลองทีไ่ดม้าทดสอบประสทิธภิาพของขอ้มูลดงัสมการที ่(7)  

 ค่าความแม่น (Accuracy) = 𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝐹𝐹𝐹𝐹 (7) 

เมื่อ          

มตีวัแปรอสิระอยู่ ท าการเพิม่ตวัแปรอสิระทลีะตวัเขา้ไปในตวัแบบการถดถอย ในแต่ละขัน้ตอนทีม่กีารเพิม่ตวัแปรอสิระ
จะพิจารณาจากค่าความน่าจะเป็นของตัวทดสอบอัตราส่วนน่าจะเป็น (likelihood ratio test statistic)  และถ้าตัวแปร
อิสระใดไม่มีผลต่อความน่าจะเป็นของตัวแปรตาม จะท าการตัดตวัแปรอิสระที่ไม่มีนัยส าคญั จนได้สมการสุดทา้ยทีม่ี
เฉพาะตวัแปรทีม่นีัยส าคญัต่อตวัแปรตามเท่านัน้  และท าการตรวจสอบความเหมาะสมของสมการถดถอยลอจสิตกิทีไ่ด้
โดยวิธีทดสอบความเหมาะสมของตัวแบบโดยใช้วิธีสารูปสนิทดี Hosmer-Lemeshow ที่ระดับนัยสำคัญ 0.05 

 
ต้นไม้ตดัสินใจ (Decision tree)         
ต้นไมต้ดัสนิใจเป็นโครงสรา้งขอ้มูลชนิดเป็นล าดบัชัน้ (Hierarchy) ใช ้สนับสนุนการตดัสนิใจ โดยจะมลีกัษณะ

คล้ายต้นไม้จรงิกลบัหวัทีม่ีโหนดราก (Root Node) อยู่ด้านบนสุดและใบ (Leaf) อยู่ล่างสุดของต้นไม้ ภายในต้นไมจ้ะ
ประกอบไปดว้ยโหนด (Node) ซึ่งแต่ละโหนดจะมีคุณลกัษณะ  (Attribute) เป็นตัวทดสอบ กิ่งของต้นไม้ (Branch) 
แสดงถงึค่าทีเ่ป็นไปไดข้องคุณลกัษณะทีถู่กเลอืก ทดสอบ และใบ (Leaf) ซึ่งเป็นสิง่ทีอ่ยู่ล่างสุดของต้นไมต้ดัสนิใจแสดง
ถึงกลุ่มของข้อมูล (Class) หรือ นัน่ก็คือ ผลลพัธ์ที่ได้จากการท านาย โหนดที่อยู่บนสุดของต้นไม้เรียกว่าโหนดราก
หลงัจากนัน้จะท าการหาตัวแปรอิสระที่มีความสัมพนัธ์ในล าดบัถัดมาเรื่อย ๆ เพื่อหาปมตัดสินใจ (Decision Node) 
ส าหรบัโครงสร้างต่อ ๆ ไป จนถึงใบ ซึ่งเป็นค่าของตัวแปรตาม ซึ่งขัน้ตอนวิธีที่ใช้ในการสร้างต้นไม้ตัดสินใจจะน า
หลกัการทฤษฎีสารสนเทศ (Information Theory) มาใช้โดยมีการวดัปริมาณสารสนเทศของข้อมูลด้วยค่าเอนโทรปี 
(Entropy) ซึ่งเป็นปรมิาณที่บ่งบอกความไม่แน่นอน ซึ่ง ค่าสารสนเทศของข้อมูลจะขึ้นอยู่กับความน่าจะเป็นของข้อมูล 
[10, 11] สามารถเขยีนในรูปสมการ ไดด้งันี้  

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝐷𝐷) = − ∑ 𝑝𝑝𝑙𝑙𝑙𝑙𝑙𝑙2(𝑝𝑝𝑖𝑖)𝑚𝑚
𝑖𝑖=1                                                                    (6)                                                                         

เมื่อ  
𝑝𝑝𝑖𝑖  แทน ความน่าจะเป็นทีข่อ้มูลในฐานขอ้มูล 𝐷𝐷 อยู่ในกลุ่ม 𝐶𝐶𝑖𝑖 ซึ่งมค่ีา |𝐶𝐶𝑖𝑖𝐷𝐷|/|𝐷𝐷| 
𝑝𝑝    แทน จ านวนกลุ่มทัง้หมดทีต่่างกนัของขอ้มูลชุดนัน้ 
𝐶𝐶𝑖𝑖  แทน กลุ่มในล าดบัที ่𝑖𝑖 โดยที ่𝑖𝑖 มค่ีาระหว่าง 1 ถงึ 𝑚𝑚  
|𝐶𝐶𝑖𝑖𝐷𝐷|   แทน จ านวนขอ้มูลในฐานขอ้มูล 𝐷𝐷 ทีอ่ยู่ในกลุ่ม 𝐶𝐶𝑖𝑖  
 

เพื่อนบ้านท่ีใกล้ท่ีสุด (K-Nearest Neighbors, K-NN) 
เพื่อนบ้านที่ใกล้ที่สุดหลกัการของวิธีการนี้จะจ าแนกประเภทข้อมูลโดยขึ้นกับข้อมูลที่มีคุณสมบตัิใกล้เคยีง

ที่สุด K ตัว จากชุดข้อมูลเรียนรู้ท างานโดยขึน้กบัระยะทางน้อยสุดจากสมาชิกใหม่หรือข้อมูลทีป้่อนถามกบัชุดขอ้มูล
ทดสอบ จะค านวณหาเพื่อนบ้านที่ใกล้ทีสุ่ด K ตัว หลงัจากนัน้เราจะรวบรวมสมาชิกทีใ่กล้เคียงที่สุด K  ตัวแล้วเลอืก
ค่าที่สมาชิกส่วนใหญ่ K ดงักล่าวอยู่มากที่สุดใหก้ับสมาชกิใหม่ ข้อมูลการจ าแนกโดยใช้ขอ้มูล K  ตัวประกอบด้วยแอ
ตทรบิวิหลายตวัแปรจะน ามาใชใ้นการแบ่งกลุ่ม  โดยระบุค่าตวัเลขจ านวนเตม็ K ซึ่งค่านี้จะเป็นตวับอกจ านวนของกรณี
ที่จะต้องค้นหาในการท านายกรณีใหม่ อัลกอริทึมแบบ K-NN การน าระยะทางที่หาได้จากสมาชิกในข้อมูลตัวอย่าง
ฝึกฝนมาเรยีงล าดบัจากน้อยไปหามากแล้วเลอืกสมาชกิทีม่รีะยะทางใกล้เคยีงทีสุ่ดออกมา K ตวัโดยใชก้ารวดัระยะทาง
แบบยูคลเิดยีน (Euclidean Distance) มหีลกัการคอื การวดัระยะทางระหว่างวตัถุ ถ้าวตัถุห่างกนัมากแสดงว่าวตัถุนัน้มี
ความคล้ายกนัน้อย ถ้ามรีะยะทางระหว่างวตัถุน้อยกแ็สดงว่ามคีวามคล้ายคลงึกนัมาก [11] 

ขัน้ที่ 4 พิจารณาประสิทธิภาพของข้อมูล หลังจากสร้างแบบจ าลองวิเคราะห์ข้อมูลแล้ว น าตัวแบบของ
แบบจ าลองทีไ่ดม้าทดสอบประสทิธภิาพของขอ้มูลดงัสมการที ่(7)  

 ค่าความแม่น (Accuracy) = 𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝐹𝐹𝐹𝐹 (7) 

เมื่อ          

เมื่่�อ 

 	 แทน ความน่่าจะเป็็นที่่�ข้้อมููลในฐานข้้อมููล D อยู่่�ในกลุ่่�ม Ci ซึ่่�งมีีค่่า 

มตีวัแปรอสิระอยู่ ท าการเพิม่ตวัแปรอสิระทลีะตวัเขา้ไปในตวัแบบการถดถอย ในแต่ละขัน้ตอนทีม่กีารเพิม่ตวัแปรอสิระ
จะพิจารณาจากค่าความน่าจะเป็นของตัวทดสอบอัตราส่วนน่าจะเป็น (likelihood ratio test statistic)  และถ้าตัวแปร
อิสระใดไม่มีผลต่อความน่าจะเป็นของตัวแปรตาม จะท าการตัดตวัแปรอิสระที่ไม่มีนัยส าคญั จนได้สมการสุดทา้ยทีม่ี
เฉพาะตวัแปรทีม่นีัยส าคญัต่อตวัแปรตามเท่านัน้  และท าการตรวจสอบความเหมาะสมของสมการถดถอยลอจสิตกิทีไ่ด้
โดยวิธีทดสอบความเหมาะสมของตัวแบบโดยใช้วิธีสารูปสนิทดี Hosmer-Lemeshow ที่ระดับนัยสำคัญ 0.05 

 
ต้นไม้ตดัสินใจ (Decision tree)         
ต้นไมต้ดัสนิใจเป็นโครงสรา้งขอ้มูลชนิดเป็นล าดบัชัน้ (Hierarchy) ใช ้สนับสนุนการตดัสนิใจ โดยจะมลีกัษณะ

คล้ายต้นไม้จรงิกลบัหวัทีม่ีโหนดราก (Root Node) อยู่ด้านบนสุดและใบ (Leaf) อยู่ล่างสุดของต้นไม้ ภายในต้นไมจ้ะ
ประกอบไปดว้ยโหนด (Node) ซึ่งแต่ละโหนดจะมีคุณลกัษณะ  (Attribute) เป็นตัวทดสอบ กิ่งของต้นไม้ (Branch) 
แสดงถงึค่าทีเ่ป็นไปไดข้องคุณลกัษณะทีถู่กเลอืก ทดสอบ และใบ (Leaf) ซึ่งเป็นสิง่ทีอ่ยู่ล่างสุดของต้นไมต้ดัสนิใจแสดง
ถึงกลุ่มของข้อมูล (Class) หรือ นัน่ก็คือ ผลลพัธ์ที่ได้จากการท านาย โหนดที่อยู่บนสุดของต้นไม้เรียกว่าโหนดราก
หลงัจากนัน้จะท าการหาตัวแปรอิสระที่มีความสัมพนัธ์ในล าดบัถัดมาเรื่อย ๆ เพื่อหาปมตัดสินใจ (Decision Node) 
ส าหรบัโครงสร้างต่อ ๆ ไป จนถึงใบ ซึ่งเป็นค่าของตัวแปรตาม ซึ่งขัน้ตอนวิธีที่ใช้ในการสร้างต้นไม้ตัดสินใจจะน า
หลกัการทฤษฎีสารสนเทศ (Information Theory) มาใช้โดยมีการวดัปริมาณสารสนเทศของข้อมูลด้วยค่าเอนโทรปี 
(Entropy) ซึ่งเป็นปรมิาณที่บ่งบอกความไม่แน่นอน ซึ่ง ค่าสารสนเทศของข้อมูลจะขึ้นอยู่กับความน่าจะเป็นของข้อมูล 
[10, 11] สามารถเขยีนในรูปสมการ ไดด้งันี้  

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝐷𝐷) = − ∑ 𝑝𝑝𝑙𝑙𝑙𝑙𝑙𝑙2(𝑝𝑝𝑖𝑖)𝑚𝑚
𝑖𝑖=1                                                                    (6)                                                                         

เมื่อ  
𝑝𝑝𝑖𝑖  แทน ความน่าจะเป็นทีข่อ้มูลในฐานขอ้มูล 𝐷𝐷 อยู่ในกลุ่ม 𝐶𝐶𝑖𝑖 ซึ่งมค่ีา |𝐶𝐶𝑖𝑖𝐷𝐷|/|𝐷𝐷| 
𝑝𝑝    แทน จ านวนกลุ่มทัง้หมดทีต่่างกนัของขอ้มูลชุดนัน้ 
𝐶𝐶𝑖𝑖  แทน กลุ่มในล าดบัที ่𝑖𝑖 โดยที ่𝑖𝑖 มค่ีาระหว่าง 1 ถงึ 𝑚𝑚  
|𝐶𝐶𝑖𝑖𝐷𝐷|   แทน จ านวนขอ้มูลในฐานขอ้มูล 𝐷𝐷 ทีอ่ยู่ในกลุ่ม 𝐶𝐶𝑖𝑖  
 

เพื่อนบ้านท่ีใกล้ท่ีสุด (K-Nearest Neighbors, K-NN) 
เพื่อนบ้านที่ใกล้ที่สุดหลกัการของวิธีการนี้จะจ าแนกประเภทข้อมูลโดยขึ้นกับข้อมูลที่มีคุณสมบตัิใกล้เคยีง

ที่สุด K ตัว จากชุดข้อมูลเรียนรู้ท างานโดยขึน้กบัระยะทางน้อยสุดจากสมาชิกใหม่หรือข้อมูลทีป้่อนถามกบัชุดขอ้มูล
ทดสอบ จะค านวณหาเพื่อนบ้านที่ใกล้ทีสุ่ด K ตัว หลงัจากนัน้เราจะรวบรวมสมาชิกทีใ่กล้เคียงที่สุด K  ตัวแล้วเลอืก
ค่าที่สมาชิกส่วนใหญ่ K ดงักล่าวอยู่มากที่สุดใหก้ับสมาชกิใหม่ ข้อมูลการจ าแนกโดยใช้ขอ้มูล K  ตัวประกอบด้วยแอ
ตทรบิวิหลายตวัแปรจะน ามาใชใ้นการแบ่งกลุ่ม  โดยระบุค่าตวัเลขจ านวนเตม็ K ซึ่งค่านี้จะเป็นตวับอกจ านวนของกรณี
ที่จะต้องค้นหาในการท านายกรณีใหม่ อัลกอริทึมแบบ K-NN การน าระยะทางที่หาได้จากสมาชิกในข้อมูลตัวอย่าง
ฝึกฝนมาเรยีงล าดบัจากน้อยไปหามากแล้วเลอืกสมาชกิทีม่รีะยะทางใกล้เคยีงทีสุ่ดออกมา K ตวัโดยใชก้ารวดัระยะทาง
แบบยูคลเิดยีน (Euclidean Distance) มหีลกัการคอื การวดัระยะทางระหว่างวตัถุ ถ้าวตัถุห่างกนัมากแสดงว่าวตัถุนัน้มี
ความคล้ายกนัน้อย ถ้ามรีะยะทางระหว่างวตัถุน้อยกแ็สดงว่ามคีวามคล้ายคลงึกนัมาก [11] 

ขัน้ที่ 4 พิจารณาประสิทธิภาพของข้อมูล หลังจากสร้างแบบจ าลองวิเคราะห์ข้อมูลแล้ว น าตัวแบบของ
แบบจ าลองทีไ่ดม้าทดสอบประสทิธภิาพของขอ้มูลดงัสมการที ่(7)  

 ค่าความแม่น (Accuracy) = 𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝐹𝐹𝐹𝐹 (7) 

เมื่อ          

 	 แทน จำนวนกลุ่่�มทั้้�งหมดที่่�ต่่างกัันของข้้อมููลชุุดนั้้�น

 	 แทน กลุ่่�มในลำดัับที่่� i โดยที่่� i  มีีค่่าระหว่่าง 1 ถึึง m

 	 แทน จำนวนข้้อมููลในฐานข้้อมููล D ที่่�อยู่่�ในกลุ่่�ม Ci

2.3	 เพื่่�อนบ้้านที่่�ใกล้้ที่่�สุุด (K-Nearest Neighbors, 

K-NN)

	 เพ่ื่�อนบ้้านที่่�ใกล้้ที่่�สุุดหลัักการของวิิธีีการนี้้�จะ

จำแนกประเภทข้อมููลโดยขึ้้�นกัับข้้อมููลที่่�มีีคุณสมบััติิ 

ใกล้้เคีียงที่่�สุุด K ตััว จากชุุดข้้อมููลเรีียนรู้้�ทำงานโดยขึ้้�น

กัับระยะทางน้้อยสุุดจากสมาชิิกใหม่่หรืือข้้อมููลที่่�ป้้อน

ถามกัับชุุดข้้อมููลทดสอบ จะคำนวณหาเพื่่�อนบ้านที่่� 

ใกล้้ที่่�สุุด K ตััว หลัังจากนั้้�นเราจะรวบรวมสมาชิิกที่่�ใกล้้

เคีียงที่่�สุดุ K  ตัวัแล้ว้เลืือกค่าที่่�สมาชิกิส่วนใหญ่ ่K ดังักล่าว 

อยู่่�มากที่่�สุุดให้้กัับสมาชิิกใหม่่ ข้้อมููลการจำแนกโดยใช้้

ข้้อมููล K  ตััวประกอบด้้วยแอตทริิบิิวหลายตััวแปรจะ

นำมาใช้้ในการแบ่่งกลุ่่�ม โดยระบุุค่่าตััวเลขจำนวนเต็็ม 

K ซึ่่�งค่่านี้้�จะเป็็นตััวบอกจำนวนของกรณีีที่่�จะต้้องค้้นหา

ในการทำนายกรณีีใหม่่ อััลกอริิทึึมแบบ K-NN การนำ

ระยะทางที่่�หาได้้จากสมาชิิกในข้อมููลตััวอย่่างฝึึกฝนมา

เรีียงลำดัับจากน้้อยไปหามากแล้้วเลืือกสมาชิิกที่่�มีีระยะ

ทางใกล้้เคีียงที่่�สุุดออกมา K ตััวโดยใช้้การวััดระยะทาง

แบบยูคลิิเดีียน (Euclidean Distance) มีีหลัักการคืือ 

การวัดัระยะทางระหว่า่งวัตัถุ ุถ้า้วัตัถุหุ่า่งกันัมากแสดงว่า่

วััตถุุนั้้�นมีีความคล้้ายกัันน้้อย ถ้้ามีีระยะทางระหว่่างวััตถุุ

น้้อยก็็แสดงว่่ามีีความคล้้ายคลึึงกัันมาก [11]

	ขั้้ �นที่่� 4 พิิจารณาประสิิทธิภาพของข้้อมููล หลััง

จากสร้้างแบบจำลองวิิเคราะห์์ข้้อมููลแล้้ว นำตััวแบบ

ของแบบจำลองที่่�ได้้มาทดสอบประสิิทธิิภาพของข้้อมููล

ดัังสมการที่่� (7) 

มตีวัแปรอสิระอยู่ ท าการเพิม่ตวัแปรอสิระทลีะตวัเขา้ไปในตวัแบบการถดถอย ในแต่ละขัน้ตอนทีม่กีารเพิม่ตวัแปรอสิระ
จะพิจารณาจากค่าความน่าจะเป็นของตัวทดสอบอัตราส่วนน่าจะเป็น (likelihood ratio test statistic)  และถ้าตัวแปร
อิสระใดไม่มีผลต่อความน่าจะเป็นของตัวแปรตาม จะท าการตัดตวัแปรอิสระที่ไม่มีนัยส าคญั จนได้สมการสุดทา้ยทีม่ี
เฉพาะตวัแปรทีม่นีัยส าคญัต่อตวัแปรตามเท่านัน้  และท าการตรวจสอบความเหมาะสมของสมการถดถอยลอจสิตกิทีไ่ด้
โดยวิธีทดสอบความเหมาะสมของตัวแบบโดยใช้วิธีสารูปสนิทดี Hosmer-Lemeshow ที่ระดับนัยสำคัญ 0.05 

 
ต้นไม้ตดัสินใจ (Decision tree)         
ต้นไมต้ดัสนิใจเป็นโครงสรา้งขอ้มูลชนิดเป็นล าดบัชัน้ (Hierarchy) ใช ้สนับสนุนการตดัสนิใจ โดยจะมลีกัษณะ

คล้ายต้นไม้จรงิกลบัหวัทีม่ีโหนดราก (Root Node) อยู่ด้านบนสุดและใบ (Leaf) อยู่ล่างสุดของต้นไม้ ภายในต้นไมจ้ะ
ประกอบไปดว้ยโหนด (Node) ซึ่งแต่ละโหนดจะมีคุณลกัษณะ  (Attribute) เป็นตัวทดสอบ กิ่งของต้นไม้ (Branch) 
แสดงถงึค่าทีเ่ป็นไปไดข้องคุณลกัษณะทีถู่กเลอืก ทดสอบ และใบ (Leaf) ซึ่งเป็นสิง่ทีอ่ยู่ล่างสุดของต้นไมต้ดัสนิใจแสดง
ถึงกลุ่มของข้อมูล (Class) หรือ นัน่ก็คือ ผลลพัธ์ที่ได้จากการท านาย โหนดที่อยู่บนสุดของต้นไม้เรียกว่าโหนดราก
หลงัจากนัน้จะท าการหาตัวแปรอิสระที่มีความสัมพนัธ์ในล าดบัถัดมาเรื่อย ๆ เพื่อหาปมตัดสินใจ (Decision Node) 
ส าหรบัโครงสร้างต่อ ๆ ไป จนถึงใบ ซึ่งเป็นค่าของตัวแปรตาม ซึ่งขัน้ตอนวิธีที่ใช้ในการสร้างต้นไม้ตัดสินใจจะน า
หลกัการทฤษฎีสารสนเทศ (Information Theory) มาใช้โดยมีการวดัปริมาณสารสนเทศของข้อมูลด้วยค่าเอนโทรปี 
(Entropy) ซึ่งเป็นปรมิาณที่บ่งบอกความไม่แน่นอน ซึ่ง ค่าสารสนเทศของข้อมูลจะขึ้นอยู่กับความน่าจะเป็นของข้อมูล 
[10, 11] สามารถเขยีนในรูปสมการ ไดด้งันี้  

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝐷𝐷) = − ∑ 𝑝𝑝𝑙𝑙𝑙𝑙𝑙𝑙2(𝑝𝑝𝑖𝑖)𝑚𝑚
𝑖𝑖=1                                                                    (6)                                                                         

เมื่อ  
𝑝𝑝𝑖𝑖  แทน ความน่าจะเป็นทีข่อ้มูลในฐานขอ้มูล 𝐷𝐷 อยู่ในกลุ่ม 𝐶𝐶𝑖𝑖 ซึ่งมค่ีา |𝐶𝐶𝑖𝑖𝐷𝐷|/|𝐷𝐷| 
𝑝𝑝    แทน จ านวนกลุ่มทัง้หมดทีต่่างกนัของขอ้มูลชุดนัน้ 
𝐶𝐶𝑖𝑖  แทน กลุ่มในล าดบัที ่𝑖𝑖 โดยที ่𝑖𝑖 มค่ีาระหว่าง 1 ถงึ 𝑚𝑚  
|𝐶𝐶𝑖𝑖𝐷𝐷|   แทน จ านวนขอ้มูลในฐานขอ้มูล 𝐷𝐷 ทีอ่ยู่ในกลุ่ม 𝐶𝐶𝑖𝑖  
 

เพื่อนบ้านท่ีใกล้ท่ีสุด (K-Nearest Neighbors, K-NN) 
เพื่อนบ้านที่ใกล้ที่สุดหลกัการของวิธีการนี้จะจ าแนกประเภทข้อมูลโดยขึ้นกับข้อมูลที่มีคุณสมบตัิใกล้เคยีง

ที่สุด K ตัว จากชุดข้อมูลเรียนรู้ท างานโดยขึน้กบัระยะทางน้อยสุดจากสมาชิกใหม่หรือข้อมูลทีป้่อนถามกบัชุดขอ้มูล
ทดสอบ จะค านวณหาเพื่อนบ้านที่ใกล้ทีสุ่ด K ตัว หลงัจากนัน้เราจะรวบรวมสมาชิกทีใ่กล้เคียงที่สุด K  ตัวแล้วเลอืก
ค่าที่สมาชิกส่วนใหญ่ K ดงักล่าวอยู่มากที่สุดใหก้ับสมาชกิใหม่ ข้อมูลการจ าแนกโดยใช้ขอ้มูล K  ตัวประกอบด้วยแอ
ตทรบิวิหลายตวัแปรจะน ามาใชใ้นการแบ่งกลุ่ม  โดยระบุค่าตวัเลขจ านวนเตม็ K ซึ่งค่านี้จะเป็นตวับอกจ านวนของกรณี
ที่จะต้องค้นหาในการท านายกรณีใหม่ อัลกอริทึมแบบ K-NN การน าระยะทางที่หาได้จากสมาชิกในข้อมูลตัวอย่าง
ฝึกฝนมาเรยีงล าดบัจากน้อยไปหามากแล้วเลอืกสมาชกิทีม่รีะยะทางใกล้เคยีงทีสุ่ดออกมา K ตวัโดยใชก้ารวดัระยะทาง
แบบยูคลเิดยีน (Euclidean Distance) มหีลกัการคอื การวดัระยะทางระหว่างวตัถุ ถ้าวตัถุห่างกนัมากแสดงว่าวตัถุนัน้มี
ความคล้ายกนัน้อย ถ้ามรีะยะทางระหว่างวตัถุน้อยกแ็สดงว่ามคีวามคล้ายคลงึกนัมาก [11] 

ขัน้ที่ 4 พิจารณาประสิทธิภาพของข้อมูล หลังจากสร้างแบบจ าลองวิเคราะห์ข้อมูลแล้ว น าตัวแบบของ
แบบจ าลองทีไ่ดม้าทดสอบประสทิธภิาพของขอ้มูลดงัสมการที ่(7)  

 ค่าความแม่น (Accuracy) = 𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝐹𝐹𝐹𝐹 (7) 

เมื่อ          

ค่่าความแม่่น (Accuracy)

เมื่่�อ 

	 TP แทน ค่่าคลาสเป้้าหมาย คืือ น้้ำที่่�มีีคุุณภาพ

ตามมาตรฐานและตััวแบบทำนายว่่าน้้ำที่่�มีีคุุณภาพตาม

มาตรฐาน 

	 FP แทน ค่่าคลาสเป้้าหมาย คืือ น้้ำที่่�มีีคุุณภาพ

ตามมาตรฐานและตััวแบบทำนายว่่าน้้ำที่่�มีีคุุณภาพไม่่ได้้

ตามมาตรฐาน 

มตีวัแปรอสิระอยู่ ท าการเพิม่ตวัแปรอสิระทลีะตวัเขา้ไปในตวัแบบการถดถอย ในแต่ละขัน้ตอนทีม่กีารเพิม่ตวัแปรอสิระ
จะพิจารณาจากค่าความน่าจะเป็นของตัวทดสอบอัตราส่วนน่าจะเป็น (likelihood ratio test statistic)  และถ้าตัวแปร
อิสระใดไม่มีผลต่อความน่าจะเป็นของตัวแปรตาม จะท าการตัดตวัแปรอิสระที่ไม่มีนัยส าคญั จนได้สมการสุดทา้ยทีม่ี
เฉพาะตวัแปรทีม่นีัยส าคญัต่อตวัแปรตามเท่านัน้  และท าการตรวจสอบความเหมาะสมของสมการถดถอยลอจสิตกิทีไ่ด้
โดยวิธีทดสอบความเหมาะสมของตัวแบบโดยใช้วิธีสารูปสนิทดี Hosmer-Lemeshow ที่ระดับนัยสำคัญ 0.05 

 
ต้นไม้ตดัสินใจ (Decision tree)         
ต้นไมต้ดัสนิใจเป็นโครงสรา้งขอ้มูลชนิดเป็นล าดบัชัน้ (Hierarchy) ใช ้สนับสนุนการตดัสนิใจ โดยจะมลีกัษณะ

คล้ายต้นไม้จรงิกลบัหวัทีม่ีโหนดราก (Root Node) อยู่ด้านบนสุดและใบ (Leaf) อยู่ล่างสุดของต้นไม้ ภายในต้นไมจ้ะ
ประกอบไปดว้ยโหนด (Node) ซึ่งแต่ละโหนดจะมีคุณลกัษณะ  (Attribute) เป็นตัวทดสอบ กิ่งของต้นไม้ (Branch) 
แสดงถงึค่าทีเ่ป็นไปไดข้องคุณลกัษณะทีถู่กเลอืก ทดสอบ และใบ (Leaf) ซึ่งเป็นสิง่ทีอ่ยู่ล่างสุดของต้นไมต้ดัสนิใจแสดง
ถึงกลุ่มของข้อมูล (Class) หรือ นัน่ก็คือ ผลลพัธ์ที่ได้จากการท านาย โหนดที่อยู่บนสุดของต้นไม้เรียกว่าโหนดราก
หลงัจากนัน้จะท าการหาตัวแปรอิสระที่มีความสัมพนัธ์ในล าดบัถัดมาเรื่อย ๆ เพื่อหาปมตัดสินใจ (Decision Node) 
ส าหรบัโครงสร้างต่อ ๆ ไป จนถึงใบ ซึ่งเป็นค่าของตัวแปรตาม ซึ่งขัน้ตอนวิธีที่ใช้ในการสร้างต้นไม้ตัดสินใจจะน า
หลกัการทฤษฎีสารสนเทศ (Information Theory) มาใช้โดยมีการวดัปริมาณสารสนเทศของข้อมูลด้วยค่าเอนโทรปี 
(Entropy) ซึ่งเป็นปรมิาณที่บ่งบอกความไม่แน่นอน ซึ่ง ค่าสารสนเทศของข้อมูลจะขึ้นอยู่กับความน่าจะเป็นของข้อมูล 
[10, 11] สามารถเขยีนในรูปสมการ ไดด้งันี้  

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝐷𝐷) = − ∑ 𝑝𝑝𝑙𝑙𝑙𝑙𝑙𝑙2(𝑝𝑝𝑖𝑖)𝑚𝑚
𝑖𝑖=1                                                                    (6)                                                                         

เมื่อ  
𝑝𝑝𝑖𝑖  แทน ความน่าจะเป็นทีข่อ้มูลในฐานขอ้มูล 𝐷𝐷 อยู่ในกลุ่ม 𝐶𝐶𝑖𝑖 ซึ่งมค่ีา |𝐶𝐶𝑖𝑖𝐷𝐷|/|𝐷𝐷| 
𝑝𝑝    แทน จ านวนกลุ่มทัง้หมดทีต่่างกนัของขอ้มูลชุดนัน้ 
𝐶𝐶𝑖𝑖  แทน กลุ่มในล าดบัที ่𝑖𝑖 โดยที ่𝑖𝑖 มค่ีาระหว่าง 1 ถงึ 𝑚𝑚  
|𝐶𝐶𝑖𝑖𝐷𝐷|   แทน จ านวนขอ้มูลในฐานขอ้มูล 𝐷𝐷 ทีอ่ยู่ในกลุ่ม 𝐶𝐶𝑖𝑖  
 

เพื่อนบ้านท่ีใกล้ท่ีสุด (K-Nearest Neighbors, K-NN) 
เพื่อนบ้านที่ใกล้ที่สุดหลกัการของวิธีการนี้จะจ าแนกประเภทข้อมูลโดยขึ้นกับข้อมูลที่มีคุณสมบตัิใกล้เคยีง

ที่สุด K ตัว จากชุดข้อมูลเรียนรู้ท างานโดยขึน้กบัระยะทางน้อยสุดจากสมาชิกใหม่หรือข้อมูลทีป้่อนถามกบัชุดขอ้มูล
ทดสอบ จะค านวณหาเพื่อนบ้านที่ใกล้ทีสุ่ด K ตัว หลงัจากนัน้เราจะรวบรวมสมาชิกทีใ่กล้เคียงที่สุด K  ตัวแล้วเลอืก
ค่าที่สมาชิกส่วนใหญ่ K ดงักล่าวอยู่มากที่สุดใหก้ับสมาชกิใหม่ ข้อมูลการจ าแนกโดยใช้ขอ้มูล K  ตัวประกอบด้วยแอ
ตทรบิวิหลายตวัแปรจะน ามาใชใ้นการแบ่งกลุ่ม  โดยระบุค่าตวัเลขจ านวนเตม็ K ซึ่งค่านี้จะเป็นตวับอกจ านวนของกรณี
ที่จะต้องค้นหาในการท านายกรณีใหม่ อัลกอริทึมแบบ K-NN การน าระยะทางที่หาได้จากสมาชิกในข้อมูลตัวอย่าง
ฝึกฝนมาเรยีงล าดบัจากน้อยไปหามากแล้วเลอืกสมาชกิทีม่รีะยะทางใกล้เคยีงทีสุ่ดออกมา K ตวัโดยใชก้ารวดัระยะทาง
แบบยูคลเิดยีน (Euclidean Distance) มหีลกัการคอื การวดัระยะทางระหว่างวตัถุ ถ้าวตัถุห่างกนัมากแสดงว่าวตัถุนัน้มี
ความคล้ายกนัน้อย ถ้ามรีะยะทางระหว่างวตัถุน้อยกแ็สดงว่ามคีวามคล้ายคลงึกนัมาก [11] 

ขัน้ที่ 4 พิจารณาประสิทธิภาพของข้อมูล หลังจากสร้างแบบจ าลองวิเคราะห์ข้อมูลแล้ว น าตัวแบบของ
แบบจ าลองทีไ่ดม้าทดสอบประสทิธภิาพของขอ้มูลดงัสมการที ่(7)  

 ค่าความแม่น (Accuracy) = 𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝐹𝐹𝐹𝐹 (7) 

เมื่อ          
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	 TN แทน ค่่าคลาสเป้้าหมาย คืือ น้้ำที่่�มีีคุุณภาพ

ไม่่ได้้ตามมาตรฐานและตััวแบบทำนายว่่าน้้ำที่่�มีีคุุณภาพ

ไม่่ได้้ตามมาตรฐาน

	 FN แทน ค่่าคลาสเป้้าหมาย คืือ น้้ำที่่�มีีคุุณภาพ

ไม่่ได้้ตามมาตรฐานและตััวแบบทำนายว่่าน้้ำที่่�มีีคุุณภาพ

ตามมาตรฐาน 

	 โดยในการศึึกษาครั้้�งนี้้�จะพิิจารณาจากค่่าความ

แม่่นที่่�ใช้้ในการจำแนกประเภทข้้อมููล ที่่�ให้้ค่่าความแม่่น

สููงสุุด แสดงว่่ามีีประสิิทธิิภาพมากที่่�สุุด

3. ผลการวิิจััยและวิิจารณ์์
	ก ารวิเิคราะห์ก์ารถดถอยลอจิสิติกิทวิภิาค ต้น้ไม้้

การตััดสิินใจ เพื่่�อนบ้้านใกล้้ที่่�สุุด ด้้วยโปรแกรม RapidM-

Miner ผลการวิิจััยสรุุปได้้ดัังนี้้� 

	 3.1 การศึึกษาและการจำแนกคุุณภาพของ 

น้้ำจากแหล่ง่น้้ำทั่่�วประเทศไทยจำนวน 1,709 ชุดุ จำแนก

เป็น็คุณุภาพน้้ำไม่่ได้ต้ามมาตรฐาน 570 ชุดุ และคุุณภาพ

น้้ำได้้ตามมาตรฐานจำนวน 1,139 ชุุดผลการวิิเคราะห์์

ข้้อมููลเบื้้�องต้้นจากตารางที่่� 1 พบว่่า ตััวแปรความขุ่่�น

ของน้้ำ การนำไฟฟ้้า สารอิินทรีีย์ในน้้ำ แบคทีีเรีียกลุ่่�ม 

โคลิฟอร์์มทั้้�งหมด แบคทีีเรีียกลุ่่�มฟีีคอลโคลิฟอร์์ม 

ฟอสฟอรััสทั้้�งหมด ไนเตรท-ไนโตรเจน แอมโมเนีีย-

ไนโตรเจน สารแขวนลอยที่่�เป็็นของแข็็ง ของแข็็งที่่�

ละลายน้้ำทั้้�งหมด มีีค่่าส่่วนเบี่่�ยงเบนมาตรฐานสูงกว่า 

ค่า่เฉลี่่�ยเนื่่�องจากข้อ้มูลูของตัวัแปรดังักล่า่วมีีความแตกต่า่ง 

กัันมาก 

	 3.2 การวิิเคราะห์์การถดถอยลอจิิสติิกทวิิภาค 

จากตารางที่่� 2 พบว่่าตััวแปรอิิสระที่่�มีีผลต่่อการจำแนก

คุุณภาพน้้ำมีีจำนวน 6 ตััวแปร ได้้แก่่ ความขุ่่�นของน้้ำ 

แบคทีีเรีียกลุ่่�มโคลิฟอร์์มทั้้�งหมด แอมโมเนีีย-ไนโตรเจน 

แบคทีีเรีียกลุ่่�มฟีีคอลโคลิฟอร์์ม ออกซิิเจนที่่�ละลายใน

น้้ำ สารอินิทรีีย์ใ์นน้้ำ มีีผลต่อ่การจำแนกคุณุภาพน้้ำได้ ้ที่่�

ระดับันัยัสำคัญั 0.05 ค่า่ Cox & Snell R2 เท่า่กับั 0.600 

หมายความว่่า ตััวแบบการถดถอยลอจิิสติิกทวิภาค

สามารถอธิิบายความผัันแปรในการวิิเคราะห์์จำแนก

คุุณภาพน้้ำได้้ร้้อยละ 60.0 การตรวจสอบความเหมาะ

สมของสมการถดถอยลอจิิสติิกที่่�ได้้โดยใช้้วิิธีีสารููปสนิิท

ดีี Hosmer-Lemeshow พบว่าค่่าไคกำลัังสองเท่่ากัับ 

2.387 และค่่าพีีเท่่ากัับ 0.967 มากกว่่าระดัับนััยสำคััญ 

0.05 แสดงว่่าตััวแบบที่่�ได้้มีีความเหมาะสมที่่�ระดัับนััย

สำคััญ 0.05

	 3.3 การเปรีียบเทีียบประสิิทธิิภาพของการ

จำแนกคุุณภาพน้้ำ จากตารางที่่� 3 พบว่่า การวิิเคราะห์์

ด้้วยเทคนิิคต้้นไม้้ตััดสิินใจโดยการนำตััวแปรที่่�ได้้จาก

การวิิเคราะห์์การถดถอยลอจิิสติิกทวิภาคที่่�ประกอบด้วย

ตัวัแปร ความขุ่่�นของน้้ำ แบคทีีเรีียกลุ่่�มโคลิฟอร์ม์ทั้้�งหมด 

แอมโมเนีีย-ไนโตรเจน แบคทีีเรีียกลุ่่�มฟีีคอลโคลิฟอร์์ม 

ออกซิิเจนที่่�ละลายในน้้ำ สารอิินทรีีย์ในน้้ำ มีีค่าความ

แม่่นสูงที่่�สุุดร้้อยละ 89.64 รองลงมาเป็็นการวิิเคราะห์์

ด้ว้ยเทคนิคิต้น้ไม้้ตัดัสิินใจโดยการทุกุตัวัแปรมาพิิจารณา 

การวิิเคราะห์์การถดถอยลอจิิสติกิทวิภาค มีีค่า่ความแม่่น

ร้้อยละ 88.71และ 87.25 ตามลำดัับ
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Table 1	 The descriptive statistics of water quality classification (n= 1,709).

Variables (Unit) Minimum Maximum Mean Standard Deviation 
temp A (C) 16.00 45.00 31.31 3.54 

temp W (C) 17.90 39.0 28.97 2.36 

pH 5.60 9.24 7.60 0.52 

Tur (NTU) 0.13 1,615.0 59.51 122.54 

Cond (µS) 11.80 50,835.00 1,408.78 5,311.45 

DO (mg/l) 0.03 13.90 5.62 1.75 

BOD (mg/l) 0.10 75.00 1.85 2.26 

Total Coli (MPN/100ml) 20.00 16,000.00 8,833.53 15,215.26 

Fecal Coli (MPN/100ml) 2.00 92,000.00 2,553.51 6,252.77 

TP (mg/l) 0.01 2.40 0.21 0.26 

NO3-N (mg/l) 0.01 4.86 0.30 0.33 

NH3-N (mg/l) 0.02 11.50 0.31 0.61 

SS (mg/l) 0.40 1,415.00 42.20 95.52 

TS (mg/l) 18.00 36,635.00 726.14 2,979.52 
 
Table 2 The binary logistic regression result of water quality classification  

Variables B S.E. Z p-value 
Tur (NTU) -0.003 0.001 -3.023 0.003 
Total Coli (MPN/100ml) 0.000 0.000 9.095 0.003 
NH3-N (mg/l) -0.409 0.139 -2.944 <0.001 
Fecal Coli (MPN/100ml) 0.000 0.000 8.313 <0.001 
DO (mg/l) -0.476 0.050 -9.477 <0.001 
BOD (mg/l) 1.886 0.115 16.417 <0.001 
Intercept -2.738 0.338 -8.108 <0.001 
𝜒𝜒2 = 2.387  p – value 0.967          -2log likelihood = 487.353   Cox & Snell R2 = 0.600 
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Table 3 The classification performance 

Methods Accuracy 
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Table 3	 The classification performance.

Variables (Unit) Minimum Maximum Mean Standard Deviation 
temp A (C) 16.00 45.00 31.31 3.54 

temp W (C) 17.90 39.0 28.97 2.36 

pH 5.60 9.24 7.60 0.52 

Tur (NTU) 0.13 1,615.0 59.51 122.54 

Cond (µS) 11.80 50,835.00 1,408.78 5,311.45 

DO (mg/l) 0.03 13.90 5.62 1.75 

BOD (mg/l) 0.10 75.00 1.85 2.26 

Total Coli (MPN/100ml) 20.00 16,000.00 8,833.53 15,215.26 

Fecal Coli (MPN/100ml) 2.00 92,000.00 2,553.51 6,252.77 

TP (mg/l) 0.01 2.40 0.21 0.26 

NO3-N (mg/l) 0.01 4.86 0.30 0.33 

NH3-N (mg/l) 0.02 11.50 0.31 0.61 

SS (mg/l) 0.40 1,415.00 42.20 95.52 

TS (mg/l) 18.00 36,635.00 726.14 2,979.52 
 
Table 2 The binary logistic regression result of water quality classification  

Variables B S.E. Z p-value 
Tur (NTU) -0.003 0.001 -3.023 0.003 
Total Coli (MPN/100ml) 0.000 0.000 9.095 0.003 
NH3-N (mg/l) -0.409 0.139 -2.944 <0.001 
Fecal Coli (MPN/100ml) 0.000 0.000 8.313 <0.001 
DO (mg/l) -0.476 0.050 -9.477 <0.001 
BOD (mg/l) 1.886 0.115 16.417 <0.001 
Intercept -2.738 0.338 -8.108 <0.001 
𝜒𝜒2 = 2.387  p – value 0.967          -2log likelihood = 487.353   Cox & Snell R2 = 0.600 

 
 
 
 
 
 
Table 3 The classification performance 

Methods Accuracy 
Binary Logistic Regression 87.25% 
Decision tree 88.71% 
Decision tree with  Binary Logistic Regression 89.64% 
K-Nearest Neighbors (K=22) 79.05% 
K-Nearest Neighbors with  Binary Logistic Regression (K=22) 79.70% 

 
4. สรปุผลการวิจยั 

จากการศึกษาและรวบรวมข้อมูลคุณภาพของน ้าจากแหล่งน ้าทัว่ประเทศไทยตัง้แต่ วนัที่ 1 มกราคม พ.ศ. 
2561 ถงึ วนัที ่1 มกราคม พ.ศ. 2564 จ านวน 1,709 ชุด พบว่า คุณภาพน ้าไม่ไดต้ามมาตรฐาน 570 ชุด และคุณภาพ
น ้าได้ตามมาตรฐานจ านวน 1,139 ชุด แบ่งข้อมูลแต่ละเทคนิคด้วยวิธีการตรวจสอบไขว้ ก าหนด k=10 พบว่าที่ระดบั
นั ย ส า คั ญ  0 . 0 5  
ตัวแปรอิสระที่มผีลต่อการจ าแนกคุณภาพน ้าโดยการวิเคราะห์การถดถอยลอจิสตกิทวิภาค มีจ านวน 6 ตัวแปร ไดแ้ก่  
ความขุ่นของน ้า แบคทเีรยีกลุ่มโคลฟิอร์มทัง้หมด แอมโมเนีย-ไนโตรเจน แบคทเีรยีกลุ่มฟีคอลโคลฟิอร์ม ออกซเิจนที่
ละลายในน ้า สารอินทรีย์ในน ้า มีค่าความแม่นร้อยละ 87.25  ซึ่งสอดคล้องกบังานวิจยัการประเมินค่าคุณภาพน ้าของ
แม่น ้าบางปะกง [6] ตวัแปรอสิระทีม่ผีลต่อการจ าแนกคุณภาพน ้าประกอบไปดว้ยตัวแปร 5 ตวัแปร ไดแ้ก่ อออกซเิจนที่
ละลายในน ้า น ้าที่มีสารอินทรีย์ แบคทีเรียกลุ่มโคลิฟอร์มทัง้หมด แบคทีเรียกลุ่มฟีคอลโคลิฟอร์ม และแอมโมเนีย – 
ไนโตรเจน มค่ีาความแม่นร้อยละ 85.76 เมื่อท าการวเิคราะห์ดว้ยเทคนิคต้นไมต้ดัสนิใจโดยการทุกตัวแปรมาพจิารณา
ค่าความแม่นรอ้ยละ 88.71 สอดคล้องกบัการศกึษาของ การวเิคราะห์คุณภาพน ้าโดยใชต้้นไมก้ารตดัสนิใจเพื่อวเิคราะห์
ขอ้มูลคุณภาพน ้าในประเทศเคนยา [4]  ซึ่งต้นไมต้ดัสนิใจมค่ีาความแม่นรอ้ยละ 94 การวเิคราะห์ดว้ยเทคนิคเพื่อนบ้าน
ใกล้ทีสุ่ดของตวัแปรตามตัวแบบลอจสิตกิทวิภาค จ านวนค่า K ทีท่ าใหค่้าความแม่นมากทีสุ่ด คอื ค่า K = 22 ค่าความ
แม่นเท่ากับร้อยละ 79.70 การวิเคราะห์ดว้ยเทคนิคเพื่อนบ้านใกล้ที่สุดของข้อมูลทุกตวัแปร ค่า K = 22 ค่าความแม่น
ร้อยละ 79.05 สอดคล้องกับการศึกษาการจ าแนกคุณภาพน ้าในประเทศอินโดนีเซีย [5] โดยใช้เทคนิคการจ าแนก
ประเภทการท าเหมอืงขอ้มูลเพื่อนบ้านใกล้ทีสุ่ดแบบปรบัปรุง (Modified K-Nearest) ทีม่คีวามแม่นรอ้ยละ 85.10 

การเปรยีบเทยีบประสทิธภิาพของการจ าแนกคุณภาพน ้าโดยใชค่้าความแม่นเป็นเกณฑ์ พบว่า การวเิคราะห์
ดว้ยเทคนิคต้นไมต้ดัสนิใจโดยการน าตัวแปรทีไ่ดจ้ากการวเิคราะห์การถดถอยลอจิสตกิทวิภาคมาพจิารณาซึ่งประกอบ
ไ ป ด้ ว ย 
ตวัแปร 5 ตวัแปร ไดแ้ก่ ความขุ่นของน ้า แบคทเีรยีกลุ่มโคลฟิอร์มทัง้หมด แอมโมเนีย-ไนโตรเจน แบคทเีรยีกลุ่มฟีคอล
โคลิฟอร์ม ออกซิเจนที่ละลายในน ้า สารอินทรีย์ในน ้า มีค่าความแม่นร้อยละ 89.64 มากที่สุด รองลงมาเป็น การ
วเิคราะห์ดว้ยเทคนิคต้นไมต้ดัสนิใจโดยการทุกตวัแปรมาพจิารณาค่าความแม่นรอ้ยละ 88.71 และการวิเคราะห์ด้วย
เทคนิคเพื่อนบ้านใกล้ทีสุ่ดของตัวแปรตามตวัแบบลอจสิตกิทวิภาค จ านวนค่า K ทีท่ าใหค่้าความแม่นมากทีสุ่ด คอื ค่า 
K = 22 ค่าความแม่นเท่ากบัร้อยละ 79.70 และการวเิคราะห์ดว้ยเทคนิคเพื่อนบ้านใกล้ที่สุดของขอ้มูลทุกตัวแปร ค่า K 
= 22 ค่าความแม่นน้อยทีสุ่ดรอ้ยละ 79.05  

อย่างไรกต็ามจากการศกึษาในครัง้นี้ พบว่ามบีางตวัแปรทีใ่ชใ้นการศกึษามค่ีาส่วนเบี่ยงเบนมาตรฐานสูงกว่า
ค่าเฉลี่ยเนื่องจากข้อมูลของตัวแปรดงักล่าวมีความแตกต่างกนัมาก ในการศึกษาครัง้ต่อไปอาจมีการตรวจสอบความ
ผดิปกตขิองขอ้มูล ศกึษาหาสาเหตุของความผดิปกตขิองขอ้มูล และในการศกึษาครัง้นี้ขอ้มูลทีใ่ชว้เิคราะห์เป็นคุณภาพ
น ้าไม่ได้ตามมาตรฐาน 570 ชุด และคุณภาพน ้าไดต้ามมาตรฐานจ านวน 1,139  ซึ่งเป็นข้อมูลที่ไม่สมดุล (Imbalance 
data) ในการศกึษาครัง้ต่อไปอาจศกึษาประสทิธภิาพของการจดัการขอ้มูลใหม้คีวามสมดุล เช่น วธิสุ่ีมเกนิ วธิสุ่ีมลด วธิี
ผสมผสาน และวธิสีงัเคราะห์ขอ้มูลใหม่ เป็นต้น เพื่อเปลี่ยนเทยีบประสทิธภิาพในการจ าแนกประเภทของน ้า นอกจากนี้
อาจท าการกลุ่มของคุณภาพใหม่ให้มากกว่า 2 กลุ่มและใช้การวิเคราะห์การถดถอยลอจิสติกเชิงพหุ (Multinomial 

4. สรุุปผลการวิิจััย
	จ ากการศึกึษาและรวบรวมข้อ้มูลูคุณุภาพของน้้ำ

จากแหล่ง่น้้ำทั่่�วประเทศไทยตั้้�งแต่ ่วันัที่่� 1 มกราคม พ.ศ. 

2561 ถึึง วัันที่่� 1 มกราคม พ.ศ. 2564 จำนวน 1,709 

ชุุด พบว่่า คุุณภาพน้้ำไม่่ได้้ตามมาตรฐาน 570 ชุุด และ

คุณุภาพน้้ำได้้ตามมาตรฐานจำนวน 1,139 ชุดุ แบ่่งข้้อมููล

แต่่ละเทคนิิคด้วยวิิธีีการตรวจสอบไขว้้ กำหนด k=10  

พบว่่าที่่�ระดัับนััยสำคััญ 0.05 

	ตั ัวแปรอิิสระที่่�มีีผลต่่อการจำแนกคุุณภาพน้้ำ

โดยการวิิเคราะห์์การถดถอยลอจิิสติิกทวิิภาค มีีจำนวน  

6 ตััวแปร ได้้แก่่ ความขุ่่�นของน้้ำ แบคทีีเรีียกลุ่่�ม 

โคลิิฟอร์์มทั้้�งหมด แอมโมเนีีย-ไนโตรเจน แบคทีีเรีียกลุ่่�ม

ฟีีคอลโคลิฟอร์์ม ออกซิิเจนที่่�ละลายในน้้ำ สารอิินทรีีย์

ในน้้ำ มีีค่า่ความแม่่นร้อยละ 87.25 ซึ่่�งสอดคล้องกับังาน

วิิจััยการประเมิินค่่าคุุณภาพน้้ำของแม่่น้้ำบางปะกง [6] 

ตััวแปรอิิสระที่่�มีีผลต่่อการจำแนกคุณภาพน้้ำประกอบ

ไปด้้วยตััวแปร 5 ตััวแปร ได้้แก่่ อออกซิิเจนที่่�ละลายใน

น้้ำ น้้ำที่่�มีีสารอิินทรีีย์ แบคทีีเรีียกลุ่่�มโคลิฟอร์์มทั้้�งหมด  

แบคทีีเรีียกลุ่่�มฟีีคอลโคลิิฟอร์์ม และแอมโมเนีีย – 

ไนโตรเจน มีีค่่าความแม่่นร้้อยละ 85.76 เม่ื่�อทำการ

วิิเคราะห์์ด้้วยเทคนิิคต้้นไม้้ตััดสิินใจโดยการทุุกตััวแปร

มาพิิจารณาค่่าความแม่่นร้้อยละ 88.71 สอดคล้องกัับ

การศึึกษาของ การวิิเคราะห์์คุุณภาพน้้ำโดยใช้้ต้้นไม้้การ

ตัดัสิินใจเพื่่�อวิิเคราะห์ข์้อ้มููลคุุณภาพน้้ำในประเทศเคนยา 

[4] ซึ่่�งต้้นไม้้ตััดสิินใจมีีค่่าความแม่่นร้้อยละ 94 การ

วิิเคราะห์์ด้้วยเทคนิคเพื่่�อนบ้านใกล้้ที่่�สุุดของตััวแปรตาม

ตััวแบบลอจิิสติิกทวิภาค จำนวนค่่า K ที่่�ทำให้้ค่่าความ

แม่น่มากที่่�สุุด คืือ ค่า่ K = 22 ค่า่ความแม่่นเท่่ากับัร้อยละ 

79.70 การวิิเคราะห์์ด้้วยเทคนิิคเพื่่�อนบ้านใกล้ที่่�สุุดของ

ข้อ้มูลูทุกุตัวัแปร ค่า่ K = 22 ค่า่ความแม่น่ร้อ้ยละ 79.05 

สอดคล้องกับัการศึึกษาการจำแนกคุณภาพน้้ำในประเทศ

อิินโดนีีเซีีย [4] โดยใช้้เทคนิิคการจำแนกประเภทการทำ

เหมืืองข้อ้มูลูเพื่่�อนบ้า้นใกล้ท้ี่่�สุดุแบบปรับัปรุงุ (Modified 

K-Nearest) ที่่�มีีความแม่่นร้้อยละ 85.10

	ก ารเปรีียบเทีียบประสิิทธิภาพของการจำแนก

คุุณภาพน้้ำโดยใช้้ค่่าความแม่่นเป็็นเกณฑ์์ พบว่า การ

วิเิคราะห์ด์้ว้ยเทคนิคิต้น้ไม้ต้ัดัสินิใจโดยการนำตัวัแปรที่่�ได้้

จากการวิเิคราะห์ก์ารถดถอยลอจิสิติกิทวิภิาคมาพิจิารณา

ซึ่่�งประกอบไปด้้วยตััวแปร 5 ตััวแปร ได้้แก่่ ความขุ่่�น

ของน้้ำ แบคทีีเรีียกลุ่่�มโคลิฟอร์์มทั้้�งหมด แอมโมเนีีย-

ไนโตรเจน แบคทีีเรีียกลุ่่�มฟีีคอลโคลิิฟอร์์ม ออกซิิเจนที่่�

ละลายในน้้ำ สารอิินทรีีย์ในน้้ำ มีีค่่าความแม่่นร้้อยละ 

89.64 มากที่่�สุุด รองลงมาเป็็น การวิิเคราะห์์ด้้วยเทคนิิค

ต้้นไม้้ตััดสิินใจโดยการทุุกตััวแปรมาพิิจารณาค่่าความ

แม่่นร้้อยละ 88.71	และการวิิเคราะห์์ด้้วยเทคนิิคเพื่่�อน

บ้้านใกล้้ที่่�สุุดของตััวแปรตามตััวแบบลอจิิสติิกทวิิภาค 

จำนวนค่่า K ที่่�ทำให้้ค่่าความแม่่นมากที่่�สุุด คืือ ค่่า K = 

22 ค่า่ความแม่่นเท่า่กับัร้อ้ยละ 79.70 และการวิิเคราะห์์

ด้ว้ยเทคนิคิเพื่่�อนบ้า้นใกล้ท้ี่่�สุดุของข้อ้มูลูทุกุตัวัแปร ค่า่ K 

= 22 ค่่าความแม่่นน้้อยที่่�สุุดร้้อยละ 79.05 

	 อย่า่งไรก็ต็ามจากการศึกึษาในครั้้�งนี้้� พบว่า่มีีบาง

ตััวแปรที่่�ใช้้ในการศึึกษามีีค่่าส่่วนเบี่่�ยงเบนมาตรฐานสููง
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กว่่าค่่าเฉลี่่�ยเนื่่�องจากข้้อมููลของตััวแปรดัังกล่่าวมีีความ

แตกต่่างกัันมาก ในการศึึกษาครั้้�งต่่อไปอาจมีีการตรวจ

สอบความผิิดปกติิของข้้อมููล ศึึกษาหาสาเหตุุของความ

ผิิดปกติิของข้้อมููล และในการศึึกษาครั้้�งน้ี้�ข้้อมููลที่่�ใช้้

วิิเคราะห์์เป็็นคุุณภาพน้้ำไม่่ได้้ตามมาตรฐาน 570 ชุุด 

และคุุณภาพน้้ำได้้ตามมาตรฐานจำนวน 1,139 ซึ่่�งเป็็น

ข้้อมููลที่่�ไม่่สมดุุล (Imbalance data) ในการศึึกษาครั้้�ง

ต่่อไปอาจศึกษาประสิิทธิิภาพของการจััดการข้้อมููลให้้

มีีความสมดุุล เช่่น วิิธีีสุ่่�มเกิิน วิิธีีสุ่่�มลด วิิธีีผสมผสาน 

และวิิธีีสัังเคราะห์์ข้้อมููลใหม่่ เป็็นต้้น เพ่ื่�อเปรีียบเทีียบ

ประสิิทธิภาพในการจำแนกประเภทของน้้ำ นอกจากนี้้� 

อาจทำกลุ่่�มของคุุณภาพใหม่่ให้้มากกว่่า 2 กลุ่่�มและ 

ใช้ก้ารวิเิคราะห์ก์ารถดถอยลอจิสิติกิเชิงิพหุ ุ(Multinomia-

al Logistic Regression Analysis) รวมถึึงการศึึกษาวิิธีี

ต้้นไม้้ตััดสิินใจที่่�มีีหลากหลาย เช่่น ต้้นไม้้ตััดสิินใจตอไม้้ 

(Decision Stump) ป่า่สุ่่�ม (Random Forest) โครงข่่าย

ประสาทเทีียม เป็็นต้้น

5. กิิตติิกรรมประกาศ
	ผู้้�วิ ิจััยขอขอบพระคุุณ สำนัักจััดการคุุณภาพน้้ำ 

กรมควบคุมมลพิิษ สำหรัับการอนุุเคราะห์์ข้้อมููลในการ

วิิจััย
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