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บทคััดย่่อ
วิิธีีการจำแนกเห็็ดพิิษแบบดั้้�งเดิิมอาจให้้ผลไม่่แม่่นยำและใช้้เวลานาน โดยวิิธีีที่่�คนนิิยมใช้้คืือพิิจารณาจาก

ลักัษณะทางกายภาพของเห็ด็ ซึ่่�งมีหีลายลักัษณะ ทำให้เ้สียีเวลาในการพิจิารณาได้ ้ดังันั้้�นงานวิจิัยันี้้�จึงึศึกึษาการใช้เ้ทคนิิค

การเรีียนรู้้�ของเครื่่�องเพื่่�อจำแนกเห็็ดออกเป็็นสองประเภท คืือ เห็็ดรัับประทานได้้และเห็็ดพิิษ จากชุุดข้้อมููลสาธารณะ

ของเห็็ดครีีบ จำนวน 8,124 รายการ ในตระกููล Agaricus และ Leiota จำนวน 23 สายพัันธุ์์� นำมาใช้้ในการเรีียนรู้้�ด้้วย 

5 แบบจำลอง ได้แ้ก่ ่Logistic regression SVM decision tree random forest และ XGBoost ร่วมกับัการใช้เ้ทคนิคิ

การคััดเลืือกและดึึงข้้อมููลสำคััญในการจำแนกชนิิดเห็็ด ผลลััพธ์์พบว่่าแบบจำลอง Decision tree ร่่วมกัับเทคนิิค RFE 

โดยใช้้ชุุดข้้อมููล 60% และพิิจารณาเพีียง 3 คุุณสมบััติิ ได้้แก่่ กลิ่่�น ขนาดครีีบเห็็ด และสีีรอยพิิมพ์์สปอร์์ ให้้ผลลััพธ์์ดีี

ที่่�สุุด โดยมีีค่่า F1 score ถึึง 99.32% และนำไปสร้้างต้้นแบบเว็็บแอปพลิิเคชัันสำหรัับการใช้้งานต่่อไป

คำสำคััญ:  การจำแนกประเภทเห็็ด; เทคนิิคการเรีียนรู้้�ของเครื่่�อง; ต้ นไม้้ตััดสิินใจ; กระบวนการลบลัักษณะ

	   ตามลำดัับ; เห็็ดพิิษ
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Abstract
Traditional methods of identifying poisonous mushrooms can be both inaccurate and time-

consuming. The most common approach involves visually inspecting the mushroom’s physical 

characteristics, which can be labor-intensive and challenging. This study investigated the use of 

machine learning techniques to classify mushrooms into two categories: edible and poisonous. A 

public dataset of 8,124 gilled mushrooms from 23 species within the Agaricus and Leiota genera was 

used to train five machine learning models: logistic regression, support vector machines (SVMs), 

decision trees, random forests, and XGBoost. Feature selection and extraction technique were applied 

to identify the most important attributes for classifying mushroom species. The results indicated that 

the decision tree model, coupled with recursive feature elimination (RFE), achieved the best 

performance when using 60% of the data and focusing on three features: odor, gill size, and spore 

print color. This model produced an F1 score of 99.32%. Based on these finding, a prototype web 

application was developed for potential future use.

Keywords:  Mushroom classification; Machine learning; Decision tree; Recursive feature 

	      elimination; Poisonous mushroom
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1. บทนำ
เห็็ดเป็็นสิ่่� งมีีชีีวิิตที่่�อยู่่� ในอาณาจัักรเห็็ดรา 

(Kingdom fungi) ซึ่่�งเห็็ดจััดเป็็นราชั้้�นสููง ที่่�อยู่่�ใน 2 ไฟ

ลััม คืือ Ascomycota และ Basidiomycota โดยเห็็ดที่่�

คนรู้้�จัักทั่่�วไปและพบเห็็นได้้บ่่อยจะเป็็นเห็็ดในไฟลััม 

Basidiomycota ที่่�มี ชื่่�อทางวิิชาการว่่า “เห็็ดครีีบ 

(Gilled mushroom หรือื agaric mushroom)”[1]  ซึ่่�ง

เห็็ดตามธรรมชาติิมีีทั้้�งเห็็ดที่่�รัับประทานได้้และเห็็ดที่่�มีี

พิิษ สำหรัับเห็็ดที่่�รัับประทานได้้นั้้�นให้้คุุณค่่าทาง

โภชนาการ ส่ ่วนเห็็ดพิิษคืือเห็็ดที่่�สร้้างสารพิิษชีีวภาพ

ทำให้้คนเจ็็บป่่วยและถึึงแก่่ชีีวิิตได้้  ดั  ังนั้้�นการจำแนก

ประเภทของเห็็ดระหว่่างเห็็ดมีีพิิษและเห็็ดที่่�รัับประทาน

ได้้จึึงมีีความสำคััญ 

การจำแนกเห็็ดพิิษในประเทศไทยนั้้�นมีีหลาก

หลายวิิธีี ได้้แก่่ การทดสอบเห็็ดพิิษด้้วยภููมิิปััญญาชาว

บ้า้น แต่พ่บว่า่ไม่ค่รอบคลุุมเห็ด็พิษิทุกุชนิดิ ทำให้เ้กิดิผล

ลบลวงได้้ และโดยทั่่�วไปมัักมีีการจำแนกเห็็ดพิิษด้้วย

ลัักษณะสััณฐานวิิทยาที่่�สามารถมองด้้วยตาเปล่่าได้้ แต่่

ยังัมีีข้อ้จำกััดคืือเห็็ดพิิษบางชนิิดมีีลักัษณะภายนอกคล้้าย

กัับเห็็ดที่่�รับประทานได้้ จึ ึงเกิิดความเข้้าใจผิิดได้้ [2] 

นอกจากนี้้�ยัังมีีการใช้้วิิธีีตรวจชนิิดสารพิิษในห้้องปฏิิบััติิ

การทางเคมีี แต่่จำเป็็นต้้องใช้้สารพิิษมาตรฐานในการ

เปรีียบเทีียบและใช้้ระยะเวลานาน อี ีกทั้้�งยัังมีีวิิธีีที่่�

สามารถตรวจชนิดิของเห็ด็อย่า่งจำเพาะเจาะจงได้โ้ดยใช้้

การตรวจทางพันัธุกุรรม แต่ต่้อ้งใช้เ้ครื่่�องมือืและอุปุกรณ์์ 

ซึ่่�งอาจไม่่สะดวกในการใช้้งาน [3] 

ดัังนั้้�นหากนำเทคนิิคการเรีียนรู้้�ของเครื่่�องมา

ประยุุกต์์ใช้้สำหรัับการจำแนกประเภทของเห็็ด จะช่่วย

ลดระยะเวลาและประหยััดค่่าใช้้จ่่ายในการตรวจได้้ ซึ่่� ง

พบงานวิจิัยัที่่�มีกีารใช้เ้ทคนิคิการเรียีนรู้้�ของเครื่่�องในการ

จำแนกประเภทเห็็ด ดั งนี้้�  งานกลุ่่�มที่่�  1: ไม่่ได้้ทำความ

สะอาดข้้อมููลแต่่มีีการคััดเลืือกหรืือสกััดฟีีเจอร์์ เช่่น งาน

ของ Shuhaida Ismail และคณะ [4] ใช้้เทคนิิค PCA 

โดยไม่่ได้้ระบุุจำนวนคอมโพแนนท์์ และใช้้แบบจำลอง 

Decision tree ซึ่่�งได้้ค่่า F1 score = 100% โดยฟีีเจอร์์ 

“กลิ่่�นของเห็ด็” เป็น็ฟีเีจอร์ท์ี่่�มีคีวามสำคัญัที่่�สุดุ, งานของ 

S.K. Verma และคณะ [5] มี ีการสกััดฟีีเจอร์์แต่่ไม่่ระบุุ

เทคนิิค และมีีการแบ่่งชุุดข้้อมููลเป็็น 5 อั ัตราส่่วน คื ือ 

40:60 50:50 60:40 70:30 และ 80:20 พบว่่าแบบ

จำลอง ANFIS ที่่�อััตราส่่วน 80:20 มีีประสิิทธิิภาพดีีที่่�สุุด 

(Accuracy = 99.87%) ส่ว่นงานกลุ่่�มที่่� 2: มีกีารทำความ

สะอาดข้้อมููลและคััดเลืือกหรืือสกััดฟีีเจอร์์ เช่่น งานของ 

Nadya Chitayae และคณะ [6] มีีการลบแถวข้้อมููลที่่�มีี

ค่า่ว่่างจำนวน 2,480 แถว (ในคอลััมน์์ชื่่�อ “stalk_root”) 

และเลืือกฟีีเจอร์์จำนวน 8 ฟีเจอร์์ไปใช้ ้พบว่า่แบบจำลอง 

Decision tree ให้้ Cross validation score มากที่่�สุุด 

(91.93%), งานของ V. Vanitha และคณะ [7] ได้้ลบ

ฟีีเจอร์์ “stalk-root” ซึ่่� งมีีค่่าว่่างจำนวนมาก และคััด

เลืือกฟีีเจอร์์ด้้วยวิิธีี Wrapper และ filter ได้้ฟีีเจอร์์

จำนวน 2 ฟี ีเจอร์์คืือ “odor” (กลิ่่�นของเห็็ด) และ 

“spore_print_color” (สีีรอยพิิมพ์์สปอร์์) พบว่่าแบบ

จำลอง Decision tree ให้้ F1 score = 99%

จากการที่่�คนทั่่�วไปนิิยมใช้้ลัักษณะทางสััณฐาน

วิิทยาที่่�สามารถตรวจสอบได้้จากภายนอก แต่่ลัักษณะ

ภายนอกของเห็็ดมีีหลายคุุณลัักษณะซึ่่�งหากพิิจารณาให้้

ครบทุกุส่ว่น อาจทำให้เ้สียีเวลาในการพิจิารณาได้ ้ดังันั้้�น

ผู้้�วิ ิจััยจึึงได้้สร้้างเทคนิิคการเรีียนรู้้�ของเครื่่�องที่่�มีี

ประสิิทธิภิาพดีี เพื่่�อจำแนกประเภทของเห็็ด โดยใช้ข้้อ้มููล

คุณุลัักษณะของเห็็ด ประกอบการใช้เ้ทคนิิคการคััดเลือืก

ฟีีเจอร์์ เพื่่�อค้้นหาฟีีเจอร์์ที่่�สำคััญและจำเป็็นต่่อการ

จำแนกประเภทของเห็็ด
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2. วิิธีีดํําเนิินการวิิจััย
งานวิิจััยนี้้�ประกอบด้้วยขั้้�นตอนการดํําเนิินงาน

ดัังรููปที่่� 1 โดยอธิิบายรายละเอีียดในหััวข้้อ 2.1-2.6
 

 

2. วิธีดําเนินการวิจัย 

งานวิจัยนี้ประกอบด้วยขั้นตอนการดําเนินงานดังรูปที่ 1 โดยอธิบายรายละเอียดในหัวข้อ 2.1-2.6 

 

Figure 1 Experimental design 

2.1 การนำเข้าชุดข้อมูล ทำความสะอาดข้อมูล และเตรียมข้อมูลเพื่อเข้าสู่แบบจำลอง 

งานวิจัยนี้ใช้ชุดข้อมูลสาธารณะของเห็ดครีบจำนวน 23 สายพันธุ์ในตระกูล Agaricus และ Lepiota จำนวน 8,124 แถว 

ที่มีการระบุว่าเป็นเห็ดพิษหรือเห็ดที่รับประทานได้ โดยได้จากเว็บไซต์ kaggle ซึ่งเป็นข้อมูลที่ Jeff Schlimmer ได้บริจาคให้กับ 

UCI Machine Learning Repository โดยดึงข ้อมูลจากหนังส ือ The Audubon Society Field Guide to North American 

Mushrooms (1981) [8] โดยชุดข้อมูลประกอบด้วยตัวแปร 23 คอลัมน์ ได้แก่ สีหมวกเห็ด (cap_color), ลักษณะพื้นผิวบนหมวก

เห ็ด  (cap_surface), ร ูปทรงหมวกเห ็ด  (cap_shape), ส ีคร ีบ เห ็ด  (gill_color), ความแนบช ิดของคร ีบก ับก ้ านดอก 

(gill_attachment), ระยะห่างของครีบเห็ดแต่ละครีบ (gill_spacing), ขนาดครีบเห็ด (gill_size), รูปทรงก้านดอก (stalk_shape), 

ลักษณะรากที่ปลายก้านดอก (stalk_root), สีและลักษณะของพื้นผิวก้านดอกบริเวณเหนือวงแหวน และบริเวณด้านล่างของวง

แหวน (stalk_color_above_ring stalk_color_below_ring, stalk_surface_above_ring และ stalk_surface_below_ring), 

ประเภทเยื ่อหุ ้มดอกเห็ดที่พบ (veil_type), สีของเยื ่อที ่หุ ้มดอกเห็ด (veil_color), จำนวนวงแหวนของเห็ด (ring_number), 

ร ูปร่างของวงแหวน (ring_type), รอยช้ำบนเห็ด (bruise), กลิ ่นของเห็ด (odor), ส ีรอยพิมพ์สปอร์ (spore_print_color),  

การเกาะกลุ่มกันของเห็ด (population), บริเวณที่พบเจอเห็ดเตบิโต (habitat) และประเภทของเห็ด (class_ep) ดังตารางที่ 1 

เมื่อสำรวจข้อมูลพบว่าตัวแปร “VTY” (ประเภทของเยื่อที่หุ้มดอกเห็ด) มีเพียงค่าเดียวคือ “partial” และพบว่าตัวแปร 

“SRO” (ลักษณะรากที่อยู่ปลายก้านดอก) มีค่าว่างมากกว่า 30% ของทั้งหมด ดังนั้นจึงลบ 2 ตัวแปรนี้ทิ้งไป และแทนค่าภายในตัว

แปร “RNU” (จำนวนวงแหวนของเห็ด) ให้เป็นตัวเลขโดยตรง คือ จาก “none” เป็น 0, จาก “one” เป็น 1 และจาก “two” เป็น 2 

จากนั ้นกำหนดให้ “CEP” (ประเภทของเห็ด) เป็นลาเบล และอีก 20 ตัวแปรที ่เหลือเป็นฟีเจอร์ที ่ใช้ในการสร้าง

แบบจำลอง พร้อมกับการแปลงค่าให้เป็นตัวเลข โดยสำหรับฟีเจอร์ใช้เทคนคิ Ordinal encoder ส่วนลาเบลใช้ Label encoder 

จากนั้นแบ่งชุดข้อมูลเป็นชุดข้อมูลสำหรับสร้างแบบจำลอง (Training set) และชุดข้อมูลสำหรับการทดสอบ (Test set) 

ทั ้งหมด 3 อัตราส่วน คือ 50:50 (Training size = 50%), 60:40 (Training size = 60%) และ 70:30 (Training size = 70%) 

Figure 1	 Experimental design

2.1 การนำเข้้าชุุดข้้อมููล ทำความสะอาดข้้อมููล และ

เตรีียมข้้อมููลเพื่่�อเข้้าสู่่�แบบจำลอง

งานวิิจััยนี้้�ใช้้ชุุดข้้อมููลสาธารณะของเห็็ดครีีบ

จำนวน 23 สายพัันธุ์์�ในตระกููล Agaricus และ Lepiota 

จำนวน 8,124 แถว ที่่�มีการระบุุว่า่เป็็นเห็็ดพิิษหรืือเห็็ดที่่�

รัับประทานได้้ โดยได้้จากเว็็บไซต์์ kaggle ซึ่่�งเป็็นข้้อมููล

ที่่�  Jeff Schlimmer ได้้บริิจาคให้้กัับ UCI Machine 

Learning Repository โดยดึึงข้้อมููลจากหนัังสืือ The 

audubon society field guide to North American 

Mushrooms (1981) [8] โดยชุุดข้้อมููลประกอบด้้วย

ตััวแปร 23 คอลััมน์์ ได้้แก่่ สี หมวกเห็็ด (cap_color), 

ลัักษณะพื้้�นผิิวบนหมวกเห็็ด (cap_surface), รู ูปทรง

หมวกเห็ด็ (cap_shape), สีคีรีบีเห็ด็ (gill_color), ความ

แนบชิดิของครีบีกับัก้า้นดอก (gill_attachment), ระยะ

ห่่างของครีีบเห็็ดแต่่ละครีีบ (gill_spacing), ขนาดครีีบ

เห็็ด (gill_size), รู ปทรงก้้านดอก (stalk_shape), 

ลัักษณะรากที่่�ปลายก้้านดอก (stalk_root), สี และ

ลัักษณะของพื้้�นผิิวก้้านดอกบริิเวณเหนืือวงแหวน และ

บริเิวณด้า้นล่า่งของวงแหวน (stalk_color_above_ring 

stalk_color_below_ring stalk_surface_above_ring 

และ stalk_surface_below_ring) ประเภทเยื่่�อหุ้้�มดอก

เห็็ดที่่�พบ (veil_type), สี ีของเยื่่�อที่่�หุ้้�มดอกเห็็ด (veil_

color), จำนวนวงแหวนของเห็็ด (ring_number), รู ป

ร่่างของวงแหวน (ring_type), รอยช้้ำบนเห็็ด (Bruise), 

กลิ่่�นของเห็็ด (Odor), สีีรอยพิิมพ์์สปอร์์ (spore_print_

color), การเกาะกลุ่่�มกัันของเห็ด็ (Population) บริเิวณ

ที่่�พบเจอเห็็ดเติิบโต (habitat) และประเภทของเห็็ด 

(class_ep) ดัังตารางที่่� 1

เมื่่�อสำรวจข้้อมูลูพบว่่าตัวัแปร “VTY” (ประเภท

ของเยื่่�อที่่�หุ้้�มดอกเห็็ด) มีเพีียงค่่าเดีียวคืือ “Partial” และ

พบว่่าตััวแปร “SRO” (ลัักษณะรากที่่�อยู่่�ปลายก้้านดอก) 

มีคี่า่ว่า่งมากกว่า่ 30% ของทั้้�งหมด ดังันั้้�นจึงึลบ 2 ตัวแปร

นี้้�ทิ้้�งไป และแทนค่่าภายในตััวแปร “RNU” (จำนวน

วงแหวนของเห็็ด) ให้้เป็็นตััวเลขโดยตรง คื ือ จาก 

“none” เป็็น 0 จาก “one” เป็็น 1 และจาก “two” 

เป็็น 2

จากนั้้�นกำหนดให้้ “CEP” (ประเภทของเห็็ด) 

เป็็นลาเบล และอีีก 20 ตััวแปรที่่�เหลืือเป็็นฟีีเจอร์์ที่่�ใช้้ใน

การสร้า้งแบบจำลอง พร้อ้มกับัการแปลงค่า่ให้เ้ป็น็ตัวัเลข 

โดยสำหรัับฟีีเจอร์์ใช้้เทคนิิค Ordinal encoder ส่่วนลา

เบลใช้้ Label encoder

จากนั้้�นแบ่่งชุุดข้้อมููลเป็็นชุุดข้้อมููลสำหรัับสร้้าง

แบบจำลอง (Training set) และชุุดข้้อมููลสำหรัับการ

ทดสอบ (Test set) ทั้้� งหมด 3 อั ัตราส่่วน คื ือ 50:50 

(Training size = 50%) 60:40 (Training size = 60%) 

และ 70:30 (Training size = 70%) โดยกำหนดให้้ใน

แต่่ละอััตราส่่วนมีีเห็็ดทั้้�งสองประเภทในจำนวนเท่่าๆกััน 

แล้้วปรับัช่่วงขอบเขตของฟีีเจอร์์ ด้วยเทคนิิค “MinMax-

scaler” ก่่อนนำไปสร้้างแบบจำลอง 
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Table 1	 Mushroom dataset 

Variables (Abbreviation) Possibilities
cap_color (CCO) brown, buff, cinnamon, gray, green, pink, purple, red, white, yellow
cap_surface (CSU) fibrous, grooves, scaly, smooth
cap_shape (CSH) bell, conical, convex, flat, knobbed, sunken
gill_color (GCO) black, brown, buff, chocolate, gray, green, orange, pink, purple, 

red, white, yellow
gill_attachment (GAT) attached, descending, free, notched
gill_spacing (GSP) close, crowded, distant
gill_size (GSI) broad, narrow
stalk_shape (SSH) enlarging, tapering
stalk_root (SRO) bulbous, club, cup, equal, rhizomorphs, rooted, missing
stalk_color_above_ring (SCA) brown, buff, cinnamon, gray, orange, pink, red, white, yellow
stalk_color_below_ring (SCB)
stalk_surface_above_ring (SSA) fibrous, scaly, silky, smooth
stalk_surface_below_ring (SSB)
veil_type (VTY) partial, universal
veil_color (VCO) brown, orange, white, yellow
ring_number (RNU) none, one, two
ring_type (RTY) cobwebby, evanescent, flaring, large, none, pendant, sheathing, 

zone
bruise (BRU) bruises, no
odor (ODO) almond, anise, creosote, fishy, foul, musty, none, pungent, spicy
spore_print_color (SPC) black, brown, buff, chocolate, green, orange, purple, white, 

yellow
population (POP) abundant, clustered, numerous, scattered, several, solitary
habitat (HAB) grasses, leaves, meadows, paths, urban, waste, woods
class_ep (CEP) edible, poisonous
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2.2 การสร้้างแบบจำลองเทคนิิคการเรีียนรู้้�ของเครื่่�อง

และปรัับจููนหาค่่า hyperparameters

งานวิิจััยนี้้�ศึึกษาทั้้�งหมด 5 แบบจำลอง โดย

ปรัับจููน Hyperparameters ด้ ้วย Randomized-

SearchCV โดยแต่่ละแบบจำลองมีีหลัักการดัังนี้้�

2.2.1 การถดถอยลอจิสิติกิ (Logistic regres-

sion) หาค่่าความน่่าจะเป็็น โดยใช้้สมการ Sigmoid 

function (สมการที่่� 1)

	 	 σ(X) = 1
1+e-x

		
        

(1)

	  

2.2.2 ซััพพอร์์ตเวกเตอร์์แมชชีีน (Support 

Vector Machine; SVM) สร้้างเส้้นแบ่่งระหว่่าง class 

(เส้้น Hyperplane) ของข้้อมููลบน Feature space เพื่่�อ

แบ่ง่ข้อ้มูลูออกเป็น็กลุ่่�ม โดยเป็น็เส้น้ที่่�มีขีอบเขตห่า่งจาก 

Support vector ที่่�เหมาะสม [9]

2.2.3 ต้้นไม้้ตััดสิินใจ (Decision tree) มีีการ

สร้้างลำดัับชั้้�นของการตััดสิินใจขึ้้�นมาจากข้้อมููลตััวแปร

ต้้น โดยเริ่่�มจาก เงื่่�อนไขแรกของการตััดสิินใจ (Root 

node) แล้้วแตกกิ่่�งการตััดสิินใจไปที่่�เงื่่�อนไขถััดไป 

(Decision node) จนได้้ผลลััพธ์์สุุดท้้ายออกมา (Leaf 

node) ซึ่่�งแบบจำลองนี้้�จะแตกกิ่่�งจนได้้ผลลััพธ์์ที่่�ถููกต้้อง

ที่่�สุุด [10]

2.2.4 แรนดอมฟอเรสท์์ (Random Forest) 

เป็็น Ensemble model ของ Decision tree คื ือนำ 

Decision tree หลายอััน มาทำนายผล ซึ่่� งใช้้เทคนิิค 

Bootstrap aggregating โดยแต่่ละ Decision tree นั้้�น

มีีการสุ่่�มฟีีเจอร์์และตััวอย่่างที่่�ไม่่เหมืือนกััน ผลลััพธ์์

สุดุท้า้ยของการทำนายนั้้�น ได้จ้ากผลโหวตที่่�มากที่่�สุดของ 

Decision tree แต่่ละต้้น [11]

2.2.5 เอ็็กซ์์ตรีีมเกรเดีียนต์์บููสติ้้�ง (Extreme 

Gradient Boosting; XGBoost) เป็็น Ensemble 

model ของ Decision tree ด้้วยเทคนิิค Boosting คืือ

นำ Decision tree หลายอัันมาเชื่่�อมกัันเป็็นลำดัับ โดย

แต่่ละ Decision tree เรีียนรู้้�จาก Error ของ Decision 

tree ก่ อนหน้้า และจะหยุุดเรีียนรู้้�เมื่่�อไม่่เหลืือรููปแบบ

ของ Error จาก Decision tree ก่่อนหน้้าให้้เรีียนรู้้�อีีก 

[12]

ในขั้้�นตอนนี้้�จะใช้้ฟีีเจอร์์ทั้้�งหมด 20 ฟี ีเจอร์์ใน

การสร้้างแบบจำลอง และนำ Hyperparameters ที่่�ได้้

ไปใช้้ในขั้้�นตอนที่่�   2.3 และ 2.4 และตรวจสอบ

ประสิิทธิิภาพของแบบจำลองเบื้้�องต้้น

2.3 การคััดเลืือกฟีีเจอร์์ (Feature selection)

งานวิิจัยันี้้�ใช้ ้2 เทคนิิค คือ Recursive Feature 

Elimination (RFE) และ Chi-square โดย RFE เป็็นวิิธีี

คัดัเลือืกฟีเีจอร์์โดยคำนวณจากการเรียีนรู้้�และทดสอบ ใน

การสร้้างแบบจำลองที่่�เลืือกไว้้ และ Chi-square เป็็นวิิธีี

คััดเลืือกฟีีเจอร์์ก่่อนนำเข้้าสู่่�แบบจำลองเพื่่�อสร้้างการ

เรีียนรู้้� โดยวิิธีีนี้้�เหมาะสมกัับข้้อมููลที่่�มีีฟีีเจอร์์และลาเบล

ที่่�มีีลัักษณะเป็็น Category ซึ่่�งหากคะแนน Chi-square 

มากแปลว่่ามีีความสำคััญมาก [13]

โดยทั้้�งสองเทคนิิค ได้้ศึึกษาประสิิทธิิภาพกัับชุุด

ข้้อมููลสำหรัับทดสอบ เมื่่�อใช้้จำนวนฟีีเจอร์์เท่่ากัับ 3 5 7 

และ 9 ฟีีเจอร์์

2.4 การสกััดฟีีเจอร์์ (Feature extraction)

งานวิิจััยนี้้�ใช้้เทคนิิคการวิิเคราะห์์องค์์ประกอบ

หลััก (Principal component analysis: PCA) ซึ่่� ง

เป็็นการแปลงฟีีเจอร์์เดิิมให้้เป็็นฟีีเจอร์์ใหม่่ที่่�มีมิิติิลดลง 

[14]  และศึกึษาประสิิทธิภิาพกับัชุดุข้อ้มูลูสำหรัับทดสอบ 

เมื่่�อใช้้จำนวนคอมโพแนนท์์เท่่ากัับ 3 5 7 และ 9 คอมโพ

แนนท์ ์พร้อ้มกับัการหาองค์ป์ระกอบของฟีีเจอร์์ในแต่่ละ

คอมโพแนนท์์ (Component loading) 

2.5 การประเมิินประสิิทธิิภาพของแบบจำลอง

งานวิจิัยันี้้�ประเมิินประสิิทธิภิาพของแบบจำลอง

เป็็นค่่า F1 score โดยหากค่่า F1 score มีีค่่าสููงเข้้าใกล้้ 

1 แปลว่่าแบบจำลองมีีประสิิทธิิภาพดีี [15]

2.6 การพััฒนาต้้นแบบเว็็บแอปพลิิเคชััน

งานวิิจัยันี้้�ได้้พิจิารณาแบบจำลองและฟีีเจอร์์จาก

ผลลัพัธ์ท์ี่่�ได้จ้ากขั้้�นตอนที่่� 2.3 เป็น็หลััก โดยพิจิารณาจาก

ปััจจััยต่่างๆ ได้้แก่่ ประสิิทธิิภาพ เทคนิิคและจำนวน
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ฟีีเจอร์์ที่่�ใช้้เหมาะสม โดยผู้้�วิิจััยสร้้างต้้นแบบหน้้าเว็็บ

แอปพลิิเคชััน ด้้วยเครื่่�องมืือ “Streamlit” ซึ่่�งเหมาะกัับ

การสร้้างหน้า้เว็บ็แอปพลิิเคชันัสำหรับัเทคนิคิการเรียีนรู้้�

ของเครื่่�อง [16]

3. ผลการวิิจััยและวิิจารณ์์
3.1 ผลลัพัธ์ข์องการสร้า้งแบบจำลองโดยใช้ ้20 ฟีเีจอร์์

การสร้้างแบบจำลองจำแนกประเภทเห็็ดโดยใช้้

ฟีีเจอร์์ทั้้�ง 20 ฟี เจอร์์พบว่่าแบบจำลอง Logistic 

regression ให้ป้ระสิทิธิิภาพที่่�ต่ำ่ที่่�สุดุ เนื่่�องจาก Logistic 

regression เป็็น Linear model ซึ่่�งมีีความสามารถใน

การประมวลผลข้้อมููลที่่�มีความซัับซ้้อนมาก ได้้ไม่่ดีีเมื่่�อ

เทีียบกัับแบบจำลองอื่่�นในงานวิิจััยนี้้� ส่ ่วนแบบจำลอง 

Decision tree ให้้ค่่า F1 score เท่่ากัับ 100% ยกเว้้น

ที่่�ใช้้ Training size = 60% ที่่�มีีค่่า F1 score เท่่ากัับ 

99.69% เนื่่�องจาก Hyperparameters ที่่� แบบจำลอง 

Decision tree นั้้� นปรัับค่่าได้้นั้้�นมีีความแตกต่่างกัันใน

แต่ล่ะ Training size ดังัตารางที่่� 2 และอาจเกิดิจากความ

แตกต่า่งของการแบ่ง่ชุดุข้อ้มูลูที่่�เกิดิขึ้้�นในแต่ล่ะ Training 

size ทำให้้แบบจำลอง Decision tree ที่่� ใช้้ Training 

size ที่่�แตกต่า่งกันัเรียีนรู้้�ได้ต้่า่งกันั ส่ว่นอีกี 3 แบบจำลอง 

คืือ SVM Random Forest และ XGBoost ให้้ค่่า F1 

score เท่่ากัับ 100% ดัังรููปที่่� 3  

 

นั้นปรับค่าได้นั้นมีความแตกต่างกันในแต่ละ Training size ดังตารางที่ 2 และอาจเกิดจากความแตกต่างของการแบ่งชุดข้อมูลที่

เกิดขึ้นในแต่ละ training size ทำให้แบบจำลอง Decision tree ที่ใช้ training size ที่แตกต่างกันเรียนรู้ได้ต่างกัน ส่วนอีก 3 

แบบจำลอง คือ SVM, Random Forest และ XGBoost ให้ค่า F1 score เท่ากับ 100% ดังรูปที่ 3  

 
Figure 3 Performance metric (F1 score) of model using 20 features 

Table 2 Parameters of each model 

Models Training sizes Parameters 

Logistic Regression All solver = 'newton-cg', penalty = 'none', C = 22.456734693877554 

SVM All kernel= 'poly', gamma = 5.0, degree=3.6666666666666665, C=73.68684210526315 

Decision tree 50% min_samples_split = 15, max_leaf_nodes = 46, max_features = 'sqrt', max_depth = 30 

60%, 70% min_samples_split = 9, max_leaf_nodes = 35, max_features = 'log2', max_depth = 21 

Random Forest 50% n_estimators= 300, min_samples_split = 71, max_leaf_nodes = 57,  

max_features = 'log2', max_depth =52 

60%, 70% n_estimators= 300, min_samples_split = 52, max_leaf_nodes = 43, 

max_features = 'log2', max_depth =85 

XGBoost 50%, 60% n_estimators=300, subsample = 0.5, min_child_weight= 1, max_depth= 3,  

learning_rate= 0.22749999999999998, colsample_bytree= 1 

70% n_estimators= 300, subsample = 1, min_child_weight= 10, max_depth= 4,  

learning_rate= 0.3, colsample_bytree= 1 

3.2 ผลลัพธ์จากการคัดเลือกฟีเจอร์  

 ผลโดยรวมของทั้งสองเทคนิคพบว่าแบบจำลอง Logistic Regression มีประสิทธิภาพน้อยกว่าแบบจำลองอื่น  เนื่องจาก 

Logistic regression เป็น linear model ซึ่งมีความสามารถในการประมวลผลข้อมูลที่มีความซับซ้อนมากๆ ได้ไม่ดี ส่วนผลลัพธ์

ของเทคนิค RFE นั้นพบว่า แบบจำลองส่วนใหญ่มีประสิทธิภาพที่ดี ส่วนแบบจำลอง XGBoost ที่ training size เท่ากับ 70% และ 

ใช้จำนวนฟีเจอร์เท่ากับ 3 ให้ประสิทธิภาพที ่ต่ำที ่ส ุดในการศึกษาทั ้งหมด ซึ ่งพบว่าฟีเจอร์ที ่ได้นั ้นค่อนข้างแตกต่างจาก             

แบบจำลองอื่นที่ใช้จำนวนฟีเจอร์เท่ากัน (เท่ากับ 3) คือ ไม่พบว่าเลือกฟีเจอร์ชื่อ กลิ่นของเห็ด (ODO) หรือ สีรอยพิมพ์สปอร์ (SPC) 

มาใช้ในการประมวลผล โดยสามารถแสดงข้อมูลฟีเจอร์ได้ในตารางที่ 3 แต่เทคนิค RFE นี้มีข้อจำกัดกับแบบจำลองที่ไม่มีฟังก์ชั่น

การหา Feature importance หรือค่า coefficient อย่าง SVM ที่ kernel เป็น “polynomial” นอกจากนี้พบว่าแบบจำลอง                  

Decision tree และ Random Forest มีประสิทธิภาพใกล้เคียงกัน โดยเฉพาะที่จำนวนฟีเจอร์เท่ากับ 3 พบว่ามีประสิทธิภาพ

เท่ากันในทุก training size 

เมื่อเปรียบเทียบผลลัพธ์ระหว่างเทคนิค Chi-square กับเทคนิค RFE นั้นพบว่าที่จำนวนฟีเจอร์น้อยๆ การใช้เทคนิค RFE 

มีประสิทธิภาพดีกว่า เนื่องจาก RFE เป็นเทคนิคที่คำนวณจากการเรียนรู้ในการสร้างแบบจำลอง ในขณะที่ Chi-square เป็นเทคนิค

ที่คัดเลือกฟีเจอร์ก่อนเข้าสู่แบบจำลอง ซึ่งจากกราฟในรูปที่ 4 เห็นได้ว่าที่ฟีเจอร์เท่ากับ 3 ของทุกๆ training size นั้น การใช้

Figure 2	 Performance metric (F1 score) of model using 20 features

Table 2	 Parameters of each model 

Models Training sizes Parameters
Logistic Regression All solver = ‘newton-cg’, penalty = ‘none’, C = 22.456734693877554

SVM All kernel= ‘poly’, gamma = 5.0, degree=3.6666666666666665, 
C=73.6868420526315

Decision tree 50% min_samples_split = 15, max_leaf_nodes = 46, max_features = 
‘sqrt’, max_depth = 30

60%, 70% min_samples_split = 9, max_leaf_nodes = 35, max_features = 
‘log2’, max_depth = 21

Random Forest 50% n_estimators= 300, min_samples_split = 71, max_leaf_nodes 
= 57, max_features = ‘log2’, max_depth =52

60%, 70% n_estimators= 300, min_samples_split = 52, max_leaf_nodes 
= 43, max_features = ‘log2’, max_depth =85

XGBoost 50%, 60% n_estimators=300, subsample = 0.5, min_child_weight= 1, 
max_depth= 3, learning_rate= 0.22749999999999998, 
colsample_bytree= 1

70% n_estimators= 300, subsample = 1, min_child_weight= 10, 
max_depth= 4, learning_rate= 0.3, colsample_bytree= 1
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3.2 ผลลััพธ์์จากการคััดเลืือกฟีีเจอร์์ 

ผลโดยรวมของทั้้�งสองเทคนิิคพบว่่าแบบจำลอง 

Logistic regression มีประสิทิธิภิาพน้้อยกว่า่แบบจำลอง

อื่่�น  เนื่่�องจาก Logistic regression เป็น็ Linear model 

ซึ่่�งมีีความสามารถในการประมวลผลข้้อมููลที่่�มีความซัับ

ซ้้อนมากๆ ได้้ไม่่ดีี ส่่วนผลลััพธ์์ของเทคนิิค RFE นั้้�นพบ

ว่่า แบบจำลองส่่วนใหญ่่มีีประสิิทธิิภาพที่่�ดี ส่ วนแบบ

จำลอง XGBoost ที่่� Training size เท่่ากัับ 70% และ 

ใช้้จำนวนฟีีเจอร์์เท่่ากัับ 3 ให้้ประสิิทธิิภาพที่่�ต่ำที่่�สุดใน

การศึึกษาทั้้�งหมด ซึ่่� งพบว่่าฟีีเจอร์์ที่่�ได้้นั้้�นค่่อนข้้างแตก

ต่า่งจากแบบจำลองอื่่�นที่่�ใช้จ้ำนวนฟีเีจอร์เ์ท่า่กันั (เท่า่กับั 

3) คือื ไม่พ่บว่า่เลือืกฟีเีจอร์ช์ื่่�อ กลิ่่�นของเห็ด็ (ODO) หรือื 

สีีรอยพิิมพ์์สปอร์์ (SPC) มาใช้้ในการประมวลผล โดย

สามารถแสดงข้้อมููลฟีีเจอร์์ได้้ในตารางที่่�  3 แต่่เทคนิิค 

RFE นี้้�มี ีข้้อจำกััดกัับแบบจำลองที่่�ไม่่มีีฟัังก์์ชั่่�นการหา 

Feature importance หรือืค่า่ Coefficient อย่า่ง SVM 

ที่่�  Kernel เป็็น “Polynomial” นอกจากนี้้�พบว่่าแบบ

จำลอง Decision tree และ Random forest มี

ประสิิทธิิภาพใกล้้เคีียงกััน โดยเฉพาะที่่�จำนวนฟีีเจอร์์

เท่่ากัับ 3 พบว่่ามีีประสิิทธิิภาพเท่่ากัันในทุุก Training 

size

เมื่่�อเปรีียบเทีียบผลลััพธ์์ระหว่่างเทคนิิค Chi-

square กับัเทคนิคิ RFE นั้้�นพบว่า่ที่่�จำนวนฟีเีจอร์น์้อ้ยๆ 

การใช้้เทคนิิค RFE มีีประสิิทธิิภาพดีีกว่่า เนื่่�องจาก RFE 

เป็็นเทคนิิคที่่�คำนวณจากการเรีียนรู้้�ในการสร้้างแบบ

จำลอง ในขณะที่่�  Chi-square เป็็นเทคนิิคที่่�คััดเลืือก

ฟีีเจอร์์ก่่อนเข้้าสู่่�แบบจำลอง ซึ่่�งจากกราฟในรููปที่่� 4 เห็็น

ได้้ว่่าที่่�ฟีีเจอร์์เท่่ากัับ 3 ของทุุกๆ Training size นั้้�น การ

ใช้เ้ทคนิคิ RFE ทำให้ ้F1 score ของแบบจำลองส่ว่นใหญ่่

มีีค่่ามากกว่่า 99% ในขณะที่่�การใช้้เทคนิิค Chi-square 

นั้้�น แบบจำลองต่่างๆ มี ค่่า F1 score น้ อยกว่่า 90% 

เนื่่�องจากฟีีเจอร์์ที่่�ถููกคััดเลืือกในแต่่ละเทคนิิคนั้้�นมีีความ

แตกต่่างกััน ดัังแสดงในตารางที่่� 3-4

Table 3	 Feature names of feature selection (RFE)

No. of 
features

Models Training sizes Feature names (as Abbreviation)

3

Logistic regression All
VCO, RNU, SPC

XGBoost
50%, 60%
70% SSH, VCO, RNU

Random Forest All
ODO, GSI, SPC

Decision tree
50%, 60%
70% ODO, SPC, POP

5

Logistic regression All BRU, GSP, VCO, RNU, SPC

XGBoost
50%, 60% ODO, GSI, VCO, RNU,SPC
70% GSP, SSH, VCO, RNU, SPC

Random Forest All ODO, GSI, RTY, SPC, POP

Decision tree
50% ODO, SPC, SCB, POP, HAB
60% CCO, ODO, GSI, SPC, POP
70% ODO, GSP, GSI, SCA, HAB
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No. of 
features

Models Training sizes Feature names (as Abbreviation)

7

Logistic regression All BRU, GSP, SSA, VCO, RTY, RNU, SPC

XGBoost
50% ODO, GSP, GSI, VCO, RNU, SPC, POP
60% ODO, GSP, GSI, SSA, VCO, RNU, SPC
70% ODO, GSP, GSI, SSH, VCO, RNU, SPC

Random Forest All BRU, ODO, GSP, GSI, RTY, SPC, POP

Decision tree
50% BRU, ODO, GSI, SSA, SSB, RTY, SPC
60% BRU, ODO, GSI, SSB, SCB,  SPC, POP
70% ODO, GSP, GSI, SCA, RTY, SPC, POP

9

Logistic regression All CSU, BRU, GSP, GSI, SSA, VCO, RTY, RNU, SPC

XGBoost
50%, 60% ODO, GSP, POP, SSA, VCO, SSB, GSI, RNU, SPC
70% CSU, ODO, GSI, GSP, SSH, VCO, RNU, SPC, POP

Random Forest
50%, 60% BRU, ODO, GSP, GSI, RTY, SSA, SSB, SPC, POP
70% BRU, ODO, GSP, GSI, RTY, SSB, HAB, SPC, POP

Decision tree
50% BRU, GSP, GSI, SSH, HAB, SSB, SCB, SPC, POP
60% ODO, SSH, HAB, SSB, SCA, RTY, RNU, SPC, POP
70% BRU, ODO, GSP, GSI, SSH, HAB, RTY, SPC, SCA

Table 4	 Feature names of feature selection (Chi-square)

No. of 
features

Models Training sizes Feature names (as Abbreviation)

3 All All GSI, BRU, GSP
5 All All GSI, BRU, GSP, SPC, RTY
7 All All GSI, BRU, GSP, SPC, RTY, GCO, CSU
9 All All GSI, BRU, GSP, SPC, RTY, GCO, CSU, POP, SCA

Table 3	 Feature names of feature selection (RFE) (Continue)
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5 All All GSI, BRU, GSP, SPC, RTY 

7 All All GSI, BRU, GSP, SPC, RTY, GCO, CSU 

9 All All GSI, BRU, GSP, SPC, RTY, GCO, CSU, POP, SCA 

 
    (A)             (B)            (C) 

Figure 4 Performance metric of model: (A) Feature selection (RFE), (B) Feature selection (chi-square) and  Figure 4	 Performance metric of model: (A) Feature selection (RFE), (B) Feature selection (chi-square) and 

	 (C) Feature extraction (PCA)
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(C) Feature extraction (PCA) 

 
 

Figure 5 Component Loading of PCA technique in each n_components and training size: (A) n_components = 

3 of all training size, (B) n_components = 5 of all training size, (C) n_components = 7 of all training size,                  

(D) n_components = 9 of training size = 50% and (E) n_components = 9 of training size = 60%, 70% 

Figure 5	 Component Loading of PCA technique in each n_components and training size: (A) n_components 

	 = 3 of all training size, (B) n_components = 5 of all training size, (C) n_components = 7 of all training 

	 size, (D) n_components = 9 of training size = 50% and (E) n_components = 9 of training size = 60%, 

	 70%
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3.3 ผลลััพธ์์จากการสกััดฟีีเจอร์์ 

แบบจำลอง SVM ที่่� ใช้้จำนวนคอมโพแนนท์์

เท่า่กับั 9 ให้ค้่า่ F1 score มากที่่�สุด คือ 100% เนื่่�องจาก 

SVM ที่่�มีี kernel เป็็น Polynomial สามารถประมวล

ผลในการใช้้ฟีีเจอร์์ที่่�มีมิิติิสููงๆ ได้้ดีีและพบว่่า Logistic 

regression ให้้ประสิิทธิิภาพที่่�ค่่อนข้้างน้้อยกว่่าแบบ

จำลองอื่่�น ดังัรูปูที่่� 4 และสามารถแสดงองค์ป์ระกอบของ

ฟีเีจอร์ใ์นแต่ล่ะคอมโพแนนท์ ์ได้ต้ามรูปูที่่� 5 โดยในแต่ล่ะ

องค์์ประกอบของฟีีเจอร์์ในแต่่ละคอมโพแนนท์์ ฟีีเจอร์์ที่่�

มีีค่่าเป็็นบวก (สีีเหลืือง) แปลว่่าเป็็นฟีีเจอร์์ที่่�สำคััญมาก

โดยให้้ผลเชิงิบวกต่่อคอมโพแนนท์์นั้้�นๆ มาก และฟีีเจอร์์

ที่่�ให้้ค่่าเป็็นลบ (สีีน้้ำเงิินเข้้ม) แปลว่่าเป็็นฟีีเจอร์์ที่่�สำคััญ

มากโดยให้้ผลเชิิงลบต่่อคอมโพแนนท์์นั้้�นๆ มาก เช่่น 

ฟีีเจอร์์ “BRU” นั้้� นให้้ผลเชิิงบวกในคอมโพแนนท์์ที่่�  1 

ของทุุกการใช้้ n_components ส่่วนฟีีเจอร์์ “SSH” ให้้

ผลเชิิงลบในคอมโพแนนท์์ที่่�   1 ของทุุกการใช้้ n_

components นอกจากนี้้�ในคอมโพแนนท์์อื่่�นๆ ยั ังพบ

ฟีีเจอร์์ที่่�ให้้ผลเชิิงบวกได้้แก่่ “CSU” “GCO” “GSP” 

และ “SSH” เป็็นต้้น และพบฟีีเจอร์์ที่่�ให้้ผลเชิิงลบ ได้้แก่่ 

“CCO” “SSH” “CSU” และ “SSB” เป็็นต้้น

3.4 การพััฒนาต้้นแบบเว็็บแอปพลิิเคชััน

จากผลการศึึกษาของการคััดเลืือกฟีีเจอร์์ เมื่่�อ

พิิจารณาจากทั้้�งประสิิทธิิภาพของแบบจำลอง, เทคนิิค

การคััดเลืือก/การสกััดฟีีเจอร์์ Training size ที่่� ใช้้ และ

จำนวนฟีีเจอร์์ พบว่่าแบบจำลอง Decision tree ที่่� ใช้้

เทคนิิค RFE Training size เท่่ากัับ 60% และใช้้จำนวน

ฟีีเจอร์์เท่่ากัับ 3 ฟี เจอร์์ ซึ่่� งสามารถแสดงชื่่�อฟีีเจอร์์คืือ 

กลิ่่�นของเห็็ด (ODO), ขนาดครีีบเห็็ด (GSI) และสีีรอย

พิิมพ์์สปอร์์ (SPC) มีีความเหมาะสมที่่�สุุด (F1 score = 

99.32%) โดยสามารถแสดงต้้นแบบเว็็บแอปพลิิเคชัันได้้

ตาม Figure 6

 

3.3 ผลลัพธ์จากการสกัดฟีเจอร์  

แบบจำลอง SVM ที่ใช้จำนวนคอมโพแนนท์เท่ากับ 9 ให้ค่า F1 score มากที่สุด คือ 100% เนื่องจาก SVM ที่มี kernel 

เป็น Polynomial สามารถประมวลผลในการใช้ฟีเจอร์ที่มีมิตสิูงๆ ได้ดีและพบว่า Logistic Regression ให้ประสิทธิภาพที่ค่อนข้าง

น้อยกว่าแบบจำลองอื่น ดังรูปที่ 4 และสามารถแสดงองค์ประกอบของฟีเจอร์ในแต่ละคอมโพแนนท์ ได้ตามรูปที่ 5 โดยในแต่ละ

องค์ประกอบของฟีเจอร์ในแต่ละคอมโพแนนท์ ฟีเจอร์ที่มีค่าเป็นบวก (สีเหลือง) แปลว่าเป็นฟีเจอร์ที่สำคัญมากโดยให้ผลเชิงบวกต่อ

คอมโพแนนท์นั้นๆ มาก และฟีเจอร์ที่ให้ค่าเป็นลบ (สีน้ำเงินเข้ม) แปลว่าเป็นฟีเจอร์ที่สำคัญมากโดยให้ผลเชิงลบต่อคอมโพแนนท์

นั้นๆ มาก เช่น ฟีเจอร์ “BRU” นั้นให้ผลเชิงบวกในคอมโพแนนท์ที่ 1 ของทุกการใช้ n_components ส่วนฟีเจอร์ “SSH” ให้ผล

เชิงลบในคอมโพแนนท์ที่ 1 ของทุกการใช้ n_components นอกจากนี้ในคอมโพแนนท์อื่นๆ ยังพบฟีเจอร์ที่ให้ผลเชิงบวกได้แก่ 

“CSU”, “GCO”, “GSP”, “SSH” เป็นต้น และพบฟีเจอร์ที่ให้ผลเชิงลบ ได้แก่ “CCO”, “SSH”, “CSU”, “SSB” เป็นต้น 

3.4 การพัฒนาต้นแบบเว็บแอปพลิเคชัน 

 จากผลการศึกษาของการคัดเลือกฟีเจอร์ เมื่อพิจารณาจากทั้งประสิทธิภาพของแบบจำลอง, เทคนิคการคัดเลือก/การ

สกัดฟีเจอร์, training size ที่ใช้ และจำนวนฟีเจอร์ พบว่าแบบจำลอง Decision tree ที่ใช้เทคนิค RFE, training size เท่ากับ 

60% และใช้จำนวนฟีเจอร์เท่ากับ 3 ฟีเจอร์ ซึ่งสามารถแสดงชื่อฟีเจอร์คือ กลิ่นของเห็ด (ODO), ขนาดครีบเห็ด (GSI) และสีรอย

พิมพ์สปอร์ (SPC) มีความเหมาะสมที่สุด (F1 score = 99.32%) โดยสามารถแสดงต้นแบบเว็บแอปพลิเคชันได้ตามรูปที่ 6 
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กลิ่นของเห็ด (ODO), ขนาดครีบเห็ด (GSI) และสีรอยพิมพ์สปอร์ (SPC) ซึ่งให้ค่า F1 score = 99.32% ซึ่งใกล้เคียงและสอดคล้อง

กับงานวิจัยของ Vanitha และคณะ [7] ที่มี F1 score = 99% แต่ใช้ฟีเจอร์เพียงแค่ 2 ฟีเจอร์ คือ “odor” (กลิ่นของเห็ด) และ 

“spore_print_color” (สีรอยพิมพ์สปอร์) ซึ่งอาจจะเกิดจากการความแตกต่างของการปรับจูน hyperparameters และการทำ

ความสะอาดข้อมูลที่แตกต่างกัน 

Figure 6	 Example of prototype of web application

3.5 วิิจารณ์์ผลการวิิจััย

จากผลการศึึกษาการจำแนกประเภทของเห็็ด

ข้้างต้้น พบว่่าการศึึกษาที่่�ให้้ประสิิทธิิภาพที่่�เหมาะสม

ที่่�สุดุ คือื แบบจำลอง Decision tree ร่ว่มกับัการคัดัเลือืก

ฟีเีจอร์์ด้ว้ยเทคนิคิ RFE ที่่�ใช้ ้Training size เท่า่กับั 60% 

และใช้้ฟีีเจอร์์จำนวน 3 ฟีีเจอร์์คืือ กลิ่่�นของเห็็ด (ODO) 

ขนาดครีีบเห็็ด (GSI) และสีีรอยพิิมพ์์สปอร์์ (SPC) ซึ่่�งให้้

ค่่า F1 score = 99.32% ซึ่่�งใกล้้เคีียงและสอดคล้้องกัับ

งานวิิจััยของ Vanitha และคณะ [7] ที่่�มีี F1 score = 

99% แต่่ใช้้ฟีีเจอร์์เพีียงแค่่ 2 ฟีีเจอร์์ คืือ “odor” (กลิ่่�น

ของเห็ด็) และ “spore_print_color” (สีรีอยพิมิพ์ส์ปอร์)์ 

ซึ่่�งอาจจะเกิิดจากการความแตกต่่างของการปรัับจููน 

Hyperparameters และการทำความสะอาดข้้อมููลที่่�

แตกต่่างกััน
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4. สรุุป
จากผลการศึึกษาการจำแนกประเภทของเห็็ด

ระหว่่างเห็็ดพิษิและเห็็ดที่่�รับประทานได้้ โดยใช้ชุ้ดุข้อ้มูลู

สาธารณะของเห็็ดครีีบจากหนัังสืือข้้อมููลเห็็ดในฝั่่�ง

อเมริิกาเหนืือ ปี ี 1981 [8] ค้ ้นพบว่่าการใช้้เทคนิิคการ

คััดเลืือกฟีีเจอร์์ เพื่่�อค้้นหาฟีีเจอร์์ที่่�สำคััญ จะช่่วยลดการ

ใช้้ฟีีเจอร์์ที่่�ไม่่จำเป็็นต่่อการจำแนกประเภทของเห็็ด 

โดยที่่�แบบจำลองยัังคงมีีประสิิทธิิภาพดีี อี กทั้้�งสามารถ

สรุุปได้้ว่่า เทคนิิคการเรีียนรู้้�ของเครื่่�องสามารถจำแนก

ประเภทของเห็็ด ได้้เทีียบเท่่ามนุุษย์์เป็็นอย่่างน้้อย

อย่่างไรก็็ตามการวิิจััยนี้้�ใช้้ข้้อมููลของเห็็ดจาก

แหล่่งข้้อมููลดั้้�งเดิิมคืือเป็็นเห็็ดที่่�พบในฝั่่�งอเมริิกาเหนืือ

ซึ่่�งอาจแตกต่่างกัับเห็็ดภายในประเทศไทย ดั ังนั้้�นการ

ศึึกษาครั้้�งถััดไปจึึงควรมีีการเก็็บข้้อมููลของเห็็ดที่่�พบ

ภายในประเทศไทยเพิ่่�มเติิม และนำมาเปรีียบเทีียบ

ผลลััพธ์์ และควรมีีการศึึกษาแบบจำลองอื่่�นเพิ่่�มเติิม 

ได้้แก่่ K-nearest neighbors Naïve Bayes Voting-

Classifier หรืือ AutoSklearnClassifier (แบบจำลอง

ที่่�มีีการปรัับจููนหาแบบจำลองและ hyperparameters 

ที่่�เหมาะสมอย่า่งอัตัโนมัตัิ)ิ หรือืนอกจากนี้้�อาจนำรูปูภาพ

มาใช้้ในการประมวลผลภาพ (Image processing) 

เพื่่�อใช้้ในการจำแนกประเภทเห็็ด ร่ วมกัับการใช้้แบบ

จำลองโครงข่่ายประสาทเทีียม (Neural network) หรืือ

เทคนิคิการเรียีนรู้้�เชิงิลึกึ (Deep learning techniques)

5. กิิตติิกรรมประกาศ
ขอขอบคุุณคณาจารย์์ ทุุกท่่านในภาควิิชา

วิทิยาการข้้อมููล มหาวิทิยาลััยศรีนีครินิทรวิิโรฒ ที่่�แนะนำ

ความรู้้�และแนวทางในการทำงานวิิจััยเรื่่�องนี้้�  และขอ

ขอบคุุณบััณฑิิตวิิทยาลััย มหาวิิทยาลััยศรีีนคริินทรวิิโรฒ

ที่่�สนัับสนุุนการเผยแพร่่การวิิจััยนี้้�
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