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บทคััดย่่อ
การศึึกษานี้้�มีีจุุดประสงค์์เพื่่�อประเมิินประสิิทธิิภาพของตััวแบบ การผสานขั้้�นตอนวิิธีีการหาค่่าเหมาะที่่�สุุด

แบบวาฬกัับโฮลต์์-วิินเทอร์์ (WOA-HW) และการแยกส่่วนประกอบ (WOA-D) ในการพยากรณ์์ความเข้้มข้้น PM2.5 

รายสััปดาห์์ใน 8 จั งหวััดภาคเหนืือของไทย เมื่่�อเทีียบกัับตััวแบบแยกส่่วนประกอบแบบคลาสสิิก (Classic-D) และ 

ค้้นหาแบบกริิดของโฮลต์์-วิินเทอร์์ (Classic-HW) โดยใช้้ชุุดข้้อมููลฝึึกฝนจำนวน 130 สั ัปดาห์์ ผลการศึึกษาพบว่่า 

WOA-HW และ WOA-D มี ีประสิิทธิิภาพสููงกว่่าตััวแบบคลาสสิิกโดย WOA-D แสดงค่่ารากของค่่าคลาดเคลื่่�อน

กำลังัสองเฉลี่่�ย (RMSE) ที่่�ต่ำ่กว่า่ Classic-D อย่า่งชัดัเจน ในขณะที่่� WOA-HW มีคี่า่ RMSE ที่่�ใกล้เ้คียีงกับั Classic-HW 

แต่่ใช้้เวลาในการค้้นหาค่่าพารามิิเตอร์์ที่่�เหมาะสมที่่�สุุดเร็็วกว่่า

ในการพยากรณ์์ความเข้ม้ข้น้ค่า่ PM2.5 ล่วงหน้า้ในระยะยาว 2 ปี ีโดยใช้ชุ้ดุข้อ้มูลูทดสอบจำนวน 105 สัปัดาห์์ 

ใช้้เกณฑ์์ RMSE MAE และ MAPE เป็็นเครื่่�องมืือในการเปรีียบเทีียบ ผลลััพธ์์แสดงว่่าตััวแบบที่่�มีีประสิิทธิิภาพมากที่่�สุุด

ของแต่่ละจัังหวััดนั้้�นต่่างกััน ตั วแบบ WOA-HW สำหรัับจัังหวััดลำปางและเชีียงราย ตั วแบบ WOA-D สำหรัับ
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จัังหวััดแม่่ฮ่่องสอนและพะเยา ตััวแบบ Box-Jenkins สำหรัับจัังหวััดน่่านและแพร่่ ตััวแบบ Classic-HW สำหรัับลำพููน 

และตััวแบบ Classic-D สำหรัับจัังหวััดเชีียงใหม่่ โดยการพยากรณ์์ล่่วงหน้้า 2 ปี ีของทุุกจัังหวััดแสดงว่่าความเข้้มข้้น 

PM2.5 มีีฤดููกาลชััดเจนและสููงเกิินค่่าที่่�ส่่งผลกระทบต่่อสุุขภาพในช่่วงเดืือนธัันวาคมถึึงเมษายน

คำสำคััญ: PM2.5; วิิธีีการหาค่่าเหมาะที่่�สุุดแบบวาฬ; แยกส่่วนประกอบ; โฮลต์์-วิินเทอร์์; บอกซ์์-เจนกิินส์์; LSTM

Abstract
The objective of this study was to evaluate the effectiveness of two forecasting models: the 

hybrid Whale Optimization Algorithm with Holt-Winters (WOA-HW) and hybrid Whale Optimization 

Algorithm with Decomposition (WOA-D), in forecasting weekly PM2.5 concentrations in 8 provinces 

in Northern Thailand. These models were compared to classical decomposition (Classic-D) and grid 

search Holt-Winters (Classic-HW) models using a training dataset of 130 weeks. The results show that 

WOA-HW and WOA-D outperformed the classical models, with WOA-D exhibiting significantly lower 

RMSE than Classic-D. Although WOA-HW had RMSE values comparable to Classic-HW, it required 

less time to find the optimal parameters.

For long-term forecasts over two years, a test dataset of 105 weeks was used, with RMSE, 

MAE, and MAPE serving as evaluation metrics. The results indicated that the optimal model varied 

for each province: WOA-HW was best for Lampang and Chiang Rai, WOA-D for Mae Hong Son and 

Phayao, Box-Jenkins for Nan and Phrae, Classic-HW for Lamphun, and Classic-D for Chiang Mai. 

The two-year forecast for all provinces revealed a distinct seasonal pattern in PM2.5 concentrations, 

with levels exceeding health-impact thresholds from December to April.

Keywords: PM2.5; Whale Optimization Algorithm; Decomposition; Holt-Winters; Box-Jenkins; LSTM
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1. บทนำ
การพยากรณ์์อนุุกรมเวลาเป็็นกระบวนการ

ในการคาดการณ์์ค่่าในอนาคตของอนุุกรมเวลา วิ ิธีีการ

พยากรณ์์อนุุกรมเวลามีีมากมายหลายวิิธีี หนึ่่�งในวิิธีีการ

พยากรณ์์อนุุกรมเวลาที่่�ได้้รัับความนิิยม คื ือ วิ ธีีการ 

โฮลต์์-วิินเทอร์์ (Holt-Winters: HW) ซึ่่� งเป็็นวิิธีีการ

พยากรณ์์ที่่�มีีประสิิทธิิภาพ อย่่างไรก็็ตามวิิธีีการ HW 

จำเป็็นต้้องกำหนดค่่าพารามิิเตอร์์หลายตััว ซึ่่�งอาจทำให้้

การพยากรณ์์ไม่่แม่่นยำถ้้ากำหนดค่่าพารามิิเตอร์์ไม่่ดีี

เพีียงพอ เพื่่�อเพิ่่�มประสิิทธิิภาพในการประมาณ

ค่่าพารามิิเตอร์์ของ HW ได้้มีีการศึึกษาเกี่่�ยวกัับ

การผสานรวมวิิธีีการ  HW กั บเมตาฮิิว ริิส ติิก ส์์ 

(Metaheuristics) ซึ่่� งเป็็นวิิธีีการค้้นหาผลลััพธ์์ที่่�

เหมาะสมที่่�สุดุจากพื้้�นที่่�ค้น้หาขนาดใหญ่ ่เมตาฮิวิริสิติกิส์์

มีีหลายวิิธีี เช่่น ขั้้� นตอนวิิธีีการหาค่่าที่่�เหมาะสมแบบ

อาณานิิคมมด (Ant Colony Optimization) ที่่�พััฒนา

ขึ้้�นโดย Dorigo [1] ในปี ีค.ศ. 1992 ในวิทิยานิพินธ์ร์ะดับั

ปริญิญาเอกของเขา และนำมาพััฒนาต่่อร่่วมกับั Stützle 

[2] ในปีี ค.ศ. 2004 ขั้้� นตอนวิิธีีอาณานิิคมผึ้้�งเทีียม 

(Artificial Bee Colony Algorithm) ที่่�พั ัฒนาโดย 

Karaboga ในปีี ค.ศ. 2005 [3] ขั้้� นตอนวิิธีี Cuckoo 

Search (CS) ที่่�พัฒนาโดย Yang and Deb [4] ในปีี ค.ศ. 

2009 ขั้้� นตอนวิิธีีการหาค่่าที่่�เหมาะสมแบบแมลงหวี่่� 

(Fruit Fly Optimization) ซึ่่�งเป็็นวิิธีีการที่่�นำเสนอโดย 

Pan [5] ในปีี ค.ศ. 2011 และขั้้�นตอนวิิธีีการถ่่ายละออง

เรณููดอกไม้้ (Flower Pollination Algorithm) ที่่�

พััฒนาโดย Yang [6] ในปีี ค.ศ. 2012 

การศึึกษาที่่�ผ่านมาพบว่่า การผสานรวมวิิธีีการ 

HW กั บเมตาฮิิวริิสติิกส์์สามารถปรัับปรุุงความแม่่นยำ

ของการพยากรณ์์ได้้ ตั ัวอย่่างเช่่น ในปีี ค.ศ. 2010 

Kaewpaengjuntra et al. [7] ได้้ผสานรวม HW กัับ

ขั้้�นตอนวิิธีีอาณานิิคมผึ้้�งเทีียมเพื่่�อพยากรณ์์การใช้้ไฟฟ้้า

โดยรวมของประเทศไทย ในปีี ค.ศ. 2013 Assis et al. 

[8] ได้ผ้สานรวม HW กับัขั้้�นตอนวิธิีกีารหาค่า่ที่่�เหมาะสม

แบบอาณานิิคมมดในการศึึกษาลัักษณะการรัับส่่งข้้อมููล

ด้้วยการใช้้การวิิเคราะห์์การไหลแบบสองมิิติิเพื่่�อสร้้าง

แบบจำลองพฤติิกรรมรููปแบบการรัับส่่งข้้อมููลในระบบ

เครืือข่า่ย ในปีี ค.ศ. 2018 Junta et al. [9] ได้ผ้สานรวม 

HW กัับขั้้�นตอนวิิธีีการถ่่ายละอองเรณููดอกไม้้ เพื่่�อศึึกษา

การพยากรณ์์ข้้อมููลปริิมาณการส่่งออกสิินค้้าเกษตร

รายเดืือนจากเว็บ็ไซต์์ของสำนัักงานเศรษฐกิิจการเกษตร

จำนวน 7 รายการ ในปีี ค.ศ. 2020 Jiang et al. 

[10] ได้้ผสานรวม HW กั บขั้้�นตอนวิิธีีการหาค่่าที่่�

เหมาะสมแบบแมลงหวี่่�  ในการการคาดการณ์์ปริิมาณ

การใช้้ไฟฟ้้ารายเดืือน และในปีี ค.ศ. 2023 Mauricio 

and Ostia [11] ได้้ใช้้ขั้้�นตอนวิิธีี Cuckoo Search (CS) 

เพื่่�อเพิ่่�มประสิิทธิิภาพวิิธีีการ HW ในบริิบทของการ

พยากรณ์์โหลดหม้้อแปลงไฟฟ้้า

การนำเมตาฮิิวริิสติิกส์์มาผสานกัับการประมาณค่่า

พารามิิเตอร์์ HW นั้้�นทำให้้ตััวแบบ HW สามารถสร้้าง

ตััวแบบที่่�มีีความคลาดเคลื่่�อนไปจากข้้อมููลจริิงน้้อยลง 

วิิธีีการเมตาฮิิวริิสติิกส์์เหล่่านี้้�จึงถููกนำมาทดลองใช้้กัับ 

HW เมื่่�อมีกีารนำเสนอวิิธีกีารเมตาฮิิวริสิติิกส์์วิธิีกีารใหม่่ๆ 

อยู่่�เสมอ ในปี ีค.ศ. 2016 ขั้้�นตอนวิิธีกีารหาค่่าเหมาะที่่�สุด

แบบวาฬ (Whale Optimization Algorithm: WOA) 

ที่่�ได้ร้ับัแรงบัันดาลใจจากพฤติิกรรมการล่่าเหยื่่�อของวาฬ

หลัังค่่อม (Humpback Whale) ที่่�นำเสนอโดย Mirjalili 

and Lewis [12] วิธีนีี้้�ได้ร้ับัความสนใจอย่่างมากในฐานะ

ขั้้�นตอนวิิธีีการหาค่่าเหมาะสมที่่� ได้้แรงบัันดาลใจ

จากธรรมชาติิที่่�สามารถประยุุกต์์ใช้้ได้้อย่่างดีีในการ

ใช้้งานด้้านต่่างๆ ในโลกแห่่งความเป็็นจริิง จำนวน

การอ้า้งอิงิ WOA แสดงให้เ้ห็น็ถึงึการเติบิโตอย่า่งมาก คือื 

มีีการอ้้างอิิง 37 ครั้้�งในปีี 2016 และเพิ่่�มขึ้้�นเป็็น 7,410 

ครั้้�ง ในเดืือนมีีนาคม 2023 [13] และ Minsan et al. 

[14] ได้้ใช้้โซลเวอร์์ (Solver) ของโปรแกรมเอ็็กซ์์เซล 

(Excel) เวอร์์ชััน 2019 เปรีียบเทีียบประสิิทธิิภาพกัับ 

WOA ซึ่่�งผลลััพธ์์ออกมาว่่า WOA เป็็นวิิธีีการหาผลลััพธ์์

ในฟัังก์์ชัันทดสอบ 16 ฟั งก์์ชัันได้้ดีีที่่�สุดเป็็นส่่วนใหญ่่ 

ซึ่่�งสะท้้อนให้้เห็็นถึึงความนิิยมและผลกระทบของ WOA 

ในการแก้้ไขปััญหาการหาค่่าที่่�เหมาะสมที่่�หลากหลาย 
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ในปีี ค.ศ. 2023 Minsan and Minsan [15] ได้้นำเสนอ

การผสานร่่วมกัันระหว่่าง WOA กับ เทคนิิคการแยกส่่วน

ประกอบรููปแบบบวกและ HW รูปแบบบวก โดยประมาณ

ค่่าพารามิิเตอร์์ใน HW จำนวน 3 ตั ัว และประมาณ

ค่่าพารามิิเตอร์์ในเทคนิิคการแยกส่่วนประกอบจำนวน 

14 ตัวั ใช้พ้ยากรณ์์รายได้ร้ัฐับาลของประเทศไทย 4 ส่ว่น 

ซึ่่�งพบว่่าวิิธีกีารผสาน WOA ร่วมกัับเทคนิิคการแยกส่่วน

ประกอบ และวิธิีกีารผสาน WOA ร่ว่มกัับ HW ได้ผ้ลลัพัธ์์

ที่่�ดีีกว่่าวิิธีีแยกส่่วนประกอบแบบคลาสสิิก (Classic 

Decomposition: Classic-D) และ Box-Jenkins และ

ในปีีต่่อมา Minsan and Minsan [16] ได้้ต่่อยอด

การผสานร่่วมกัันระหว่่างตััวแบบการแยกส่่วนประกอบ 

และ HW ตััวแบบรููปแบบบวกและรููปแบบคููณ ร่ ่วมกัับ 

WOA ในการพยากรณ์์ปริิมาณน้้ำที่่�ไหลเข้้าอ่่างเก็็บน้้ำ

เขื่่�อนขนาดใหญ่่รายเดืือน ในภาคใต้้ของประเทศไทย 

4 แห่่ง ซึ่่� งผลลััพธ์์ในการผสานนั้้�นก็็ได้้ผลลััพธ์์ที่่�ดีี

เช่่นเดีียวกััน

ในการศึึกษานี้้�ใช้ว้ิธิีกีาร WOA จาก Minsan and 

Minsan [15, 16] เพื่่�อประมาณค่่าพารามิิเตอร์์ในวิิธีีการ 

HW ดั่่� งเช่่นงานวิิจััยที่่�ผ่านมา โดยมีีจำนวนพารามิิเตอร์์

ของตััวแบบที่่�ต้องประมาณจำนวน 3 ตั ัว และผสาน

วิิธีีการ WOA กั ับ เทคนิิคการแยกส่่วนประกอบ 

(Decomposition: D) จำนวนพารามิิเตอร์์ที่่�ต้องประมาณ

จะเป็น็ไปตามลักัษณะของข้อ้มูลูที่่�ทำการศึกึษา โดยการ

ศึึกษานี้้�เลืือกข้้อมููลความเข้้มข้้น PM2.5 ของ 8 จัังหวััด

ภาคเหนืือรายสััปดาห์์ ที่่�ค่ ่า PM2.5 เป็็นปััญหาใหญ่่

ของภููมิิภาคนี้้�มาโดยตลอดในช่่วงทศวรรษนี้้�  เนื่่�องจาก

ในช่ว่งประมาณเดือืนมกราคมถึงึเดือืนเมษายนค่า่ PM2.5 

จะสููงขึ้้�นจนก่่อให้้เกิิดปััญหาสุุขภาพกัับประชาชน ดัังนั้้�น

จำนวนพารามิิเตอร์ท์ี่่�ต้อ้งประมาณจำนวนมากถึึง 54 ตัวั 

ซึ่่�งจำนวนพารามิิเตอร์์ที่่�ต้้องประมาณมากกว่่า Minsan 

and Minsan [15, 16] เป็็นการขยายขอบเขตของการ

ประมาณค่่าพารามิิเตอร์์ที่่�ยังคงใช้้ประโยชน์์จาก

ความสามารถในการสำรวจและประเมิินผลของ WOA 

ซึ่่�งเป็น็วิธิีกีารที่่�มีแีนวโน้ม้ว่่าจะช่ว่ยเพิ่่�มความแม่น่ยำและ

ประสิิทธิิภาพของตััวแบบการพยากรณ์์ในการวิิเคราะห์์

อนุุกรมเวลา ในส่่วนถััดไปจะกล่่าวถึึงการนำ WOA

ไปผสานกัับ HW และ D อย่่างครอบคลุุมทั้้�งขั้้�นตอน

การดำเนิินการ รหััสเทีียม และสููตรการคำนวณ

2. วิิธีีดำเนิินการวิิจััย
การศึึกษานี้้�มีีขั้้�นตอนวิิธีีการดำเนิินการวิิจััย 2.1 

ถึึง 2.4 ดัังนี้้�

2.1 ขั้้�นตอนวิิธีีการค้้นหาวาฬ 

ขั้้�นตอนวิิธีีการค้้นหาวาฬ [12, 14, 15, 16] 

ได้้รัับแรงบัันดาลใจจากพฤติิกรรมการล่่าเหยื่่�อของ

วาฬหลัั ง ค่่อม WOA ไ ด้้รัับการยอมรัับสำหรัับ

ประสิิทธิิภาพในการแก้้ไขปััญหาที่่�ซับซ้้อนในงาน

ด้้านต่่างๆ วาฬหลัังค่่อมจะปล่่อยฟองอากาศออกมา

เพื่่�อต้้อนให้้ฝูงูปลารวมกลุ่่�ม เรียีกว่่า การสร้้างฟองอากาศ

ในรููปเกลีียวล้้อมรอบเหยื่่�อไว้้ หรืือ Bubble-Net 

Feeding โดยวาฬหลัังค่่อมจะดำน้้ำลงไปและเริ่่�มสร้้าง

ฟองอากาศในรููปเกลีียวรอบตััวเหยื่่�อและว่่ายน้้ำ

ขึ้้�นไปบนผิิวน้้ำเพื่่�อกิินเหยื่่�อวิิธีี WOA จะนำหลัักการ

หาอาหารของวาฬมาใช้้ในการสร้้างแบบจำลอง

ทางคณิิตศาสตร์์เพื่่�อหาค่่าเหมาะที่่�สุด มี ข้้อกำหนด

เบื้้�องต้้นดัังนี้้�   N คื อ จำนวนวาฬ และ m คื ือ 

จำนวนพารามิิ เตอร์์ ตำแหน่่งของวาฬแต่่ละตััว

จะแสดง เ ป็็น  

หลักการหาอาหารของวาฬมาใช้ในการสร้างแบบจำลองทางคณิตศาสตร์เพื่อหาค่าเหมาะที่สุด มีข้อกำหนดเบื้องต้นดังนี้  

คือจำนวนวาฬและ  คือจำนวนพารามิเตอร์ ตำแหน่งของวาฬแต่ตัวจะแสดงเป็น  ใน

ระหว่างกระบวนการการหาค่าเหมาะที่สุด วาฬจะดำเนินการเคลื่อนไหว 3 ประเภท ซึ่งในแต่ละเวลา วาฬจะปรับตำแหน่ง

ตนเองโดยดำเนินการอย่างใดอย่างหนึ่งใน 3 การกระทำเหล่านี้ 

2.1.1 ล้อมรอบเหยื่อ (Encircling Prey) 

วาฬหลังค่อมทราบตำแหน่งของเหยื่อและล้อมพวกมันไว้ โดยกำหนดว่าคำตอบที่ดีที่สุด เป็นตำแหน่งของเหยื่อที่เป็น

เป้าหมายหรือจุดที่ใกล้เคียงกับค่าเหมาะที่สุดจากนั้นตัวแทนของคำตอบอื่น ๆ จะปรับปรุงตำแหน่งของตัวเองโดยอ้างอิงกับ

ตำแหน่งของเหยื่อ เปรียบได้กับวาฬหลังค่อมที่พุ่งเข้าไปล้อมเหยื่อ ซึ่งพฤติกรรมดังกล่าว ดังสมการที่ (1)  

   (1) 

โดยที่ เป็นเวกเตอร์ตำแหน่งใหม่ของวาฬ เมื่อ  คือเวกเตอร์ตำแหน่งที่ดีที่สุดที่วาฬพบจนถึงขณะนี้  และ 

 คือเวกเตอร์สัมประสิทธิ์แอมพลิจูด และ  คือเวกเตอร์ที่สร้างขึ้นแบบสุ่ม การเคลื่อนไหวนี้ช่วยให้วาฬสำรวจพื้นที่ค้นหา

ได้อย่างมีประสิทธิภาพและไปสู่ผลลัพธ์ที่น่าพอใจขึ้นในเวลาถัดไป  เวกเตอร์  และ  คำนวณดังนี้ 

 
  ที่   

โดยที่  คือสัมประสิทธิ์แอมพลิจูดที่ลดลงเชิงเส้นจาก 2 เป็น 0 ตลอดระยะเวลาของการทำซ้ำ เป็นการควบคุมการเคลื่อนที่

ของวาฬในระยะการสำรวจ (Exploration Phase) ในช่วงเริ่มต้นของกระบวนการค้นหา  จะมีค่าสูง ซึ่งช่วยให้วาฬสามารถ

สำรวจพื้นที่ค้นหาได้อย่างกว้างขวาง เมื่อกระบวนการค้นหาดำเนินไป  จะลดลง ซึ่งช่วยให้วาฬมุ่งเน้นไปที่พื้นที่ที่มีแนวโน้ม

ว่าจะมีผลลัพธ์ที่ดี ส่วน  คือเวกเตอร์แบบสุ่มใน [0, 1] ที่ใช้ในการกำหนดทิศทางการเคลื่อนที่ของวาฬในระยะการสำรวจ 

การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทางของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  ส่วน  คือเวกเตอร์สัมประสิทธิ์ที่ใช้

ในการควบคุมการเคลื่อนที่ของวาฬในระยะการใช้ประโยชน์ (Exploitation Phase) การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทาง

ของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  

2.1.2 การโจมตีด้วยฟองอากาศแบบเกลียว (Bubble-net Attacking) 

การโจมตีด้วยฟองอากาศแบบเกลียวเกิดขึ้นเมื่อวาฬหลังค่อมโอบล้อมเหยื่อไว้ภายในวงกลมที่หดตัวหรือเคลื่อนที่ตาม

เส้นทางรูปเกลียว วาฬหลังค่อมจะแสดงพฤติกรรมการว่ายน้ำรอบเหยื่อโดยค่อยๆ บีบวงล้อมรอบเหยื่อหรือการโจมตีด้วย

ฟองอากาศแบบเกลียวเข้าไปอย่างใดอย่างหนึ่ง ในการจำลองพฤติกรรมนี้ วิธี WOA จะกำหนดความน่าจะเป็นร้อยละ 50 

ระหว่างการเกิดพฤติกรรมการบีบวงล้อมรอบเหยื่อดังสมการที่ (1)  

 ถ้า ,  

และการโจมตีด้วยฟองอากาศแบบเกลียวดังสมการที่ (2) ดังนี้ 

 ถ้า , (2) 

โดยที่  คือค่าสุ่มใน [0, 1], และบ่งชี้ถึงระยะทางของวาฬตัวที่  ไปยังเหยื่อ (ผลลัพธ์ที่ดีที่สุดที่ได้มา

จนถึงขณะนี้)  เป็นค่าคงตัวสำหรับการกำหนดรูปร่างของเกลียวลอการิทึม และ  คือค่าสุ่มใน [-1, 1] นอกเหนือจาก

เทคนิคการโจมตีด้วยฟองอากาศแบบเกลียวแล้ว วาฬหลังค่อมยังดำเนินการค้นหาเหยื่อแบบสุ่มอีกด้วย แบบจำลองทาง

คณิตศาสตร์สำหรับกระบวนการค้นหาดังหัวข้อต่อไป 

2.1.3 การค้นหาเหยื่อ (Search for Prey)  

กลไกการสำรวจนี้ช่วยใหว้าฬสามารถเข้าสู่พื้นที่ต่างๆ ของพื้นที่ค้นหา เพิ่มโอกาสในการค้นพบผลลัพธ์ที่ดีกวา่ แบบจำลอง

ทางคณิตศาสตร์สำหรับระยะการสำรวจเกี่ยวข้องกับการปรับปรุงตำแหน่งของวาฬแบบสุ่มตามสมการต่อไปนี้ 
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ในระหว่่างกระบวนการการหาค่่าเหมาะที่่�สุุด วาฬจะ

ดำเนิินการเคลื่่�อนไหว 3 ประเภท ซึ่่�งในแต่่ละเวลา วาฬจะ

ปรัับตำแหน่่งตนเองโดยดำเนิินการอย่่างใดอย่่างหนึ่่�ง

ใน 3 การกระทำเหล่่านี้้�

2.1.1 ล้้อมรอบเหยื่่�อ (Encircling Prey)

วาฬหลัังค่่อมทราบตำแหน่่งของเหยื่่�อและ

ล้้อมพวกมัันไว้้  โดยกำหนด ว่่าคำตอบที่่�ดี ที่่�สุ ุ ด

เป็น็ตำแหน่่งของเหยื่่�อที่่�เป็็นเป้้าหมายหรืือจุุดที่่�ใกล้้เคีียง

กัับค่่าเหมาะที่่�สุุดจากนั้้�นตััวแทนของคำตอบอื่่�นๆ 

จะปรัับปรุุงตำแหน่่งของตััวเองโดยอ้้างอิิงกัับตำแหน่่ง

ของเหยื่่�อ เปรียีบได้ก้ับัวาฬหลังัค่อ่มที่่�พุ่่�งเข้า้ไปล้อ้มเหยื่่�อ 
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ซึ่่�งพฤติิกรรมดัังกล่่าว ดัังสมการที่่� (1) 

	

หลักการหาอาหารของวาฬมาใช้ในการสร้างแบบจำลองทางคณิตศาสตร์เพื่อหาค่าเหมาะที่สุด มีข้อกำหนดเบื้องต้นดังนี้  

คือจำนวนวาฬและ  คือจำนวนพารามิเตอร์ ตำแหน่งของวาฬแต่ตัวจะแสดงเป็น  ใน

ระหว่างกระบวนการการหาค่าเหมาะที่สุด วาฬจะดำเนินการเคลื่อนไหว 3 ประเภท ซึ่งในแต่ละเวลา วาฬจะปรับตำแหน่ง

ตนเองโดยดำเนินการอย่างใดอย่างหนึ่งใน 3 การกระทำเหล่านี้ 

2.1.1 ล้อมรอบเหยื่อ (Encircling Prey) 

วาฬหลังค่อมทราบตำแหน่งของเหยื่อและล้อมพวกมันไว้ โดยกำหนดว่าคำตอบที่ดีที่สุด เป็นตำแหน่งของเหยื่อที่เป็น

เป้าหมายหรือจุดที่ใกล้เคียงกับค่าเหมาะที่สุดจากนั้นตัวแทนของคำตอบอื่น ๆ จะปรับปรุงตำแหน่งของตัวเองโดยอ้างอิงกับ

ตำแหน่งของเหยื่อ เปรียบได้กับวาฬหลังค่อมที่พุ่งเข้าไปล้อมเหยื่อ ซึ่งพฤติกรรมดังกล่าว ดังสมการที่ (1)  

   (1) 

โดยที่ เป็นเวกเตอร์ตำแหน่งใหม่ของวาฬ เมื่อ  คือเวกเตอร์ตำแหน่งที่ดีที่สุดที่วาฬพบจนถึงขณะนี้  และ 

 คือเวกเตอร์สัมประสิทธิ์แอมพลิจูด และ  คือเวกเตอร์ที่สร้างขึ้นแบบสุ่ม การเคลื่อนไหวนี้ช่วยให้วาฬสำรวจพื้นที่ค้นหา

ได้อย่างมีประสิทธิภาพและไปสู่ผลลัพธ์ที่น่าพอใจขึ้นในเวลาถัดไป  เวกเตอร์  และ  คำนวณดังนี้ 

 
  ที่   

โดยที่  คือสัมประสิทธิ์แอมพลิจูดที่ลดลงเชิงเส้นจาก 2 เป็น 0 ตลอดระยะเวลาของการทำซ้ำ เป็นการควบคุมการเคลื่อนที่

ของวาฬในระยะการสำรวจ (Exploration Phase) ในช่วงเริ่มต้นของกระบวนการค้นหา  จะมีค่าสูง ซึ่งช่วยให้วาฬสามารถ

สำรวจพื้นที่ค้นหาได้อย่างกว้างขวาง เมื่อกระบวนการค้นหาดำเนินไป  จะลดลง ซึ่งช่วยให้วาฬมุ่งเน้นไปที่พื้นที่ที่มีแนวโน้ม

ว่าจะมีผลลัพธ์ที่ดี ส่วน  คือเวกเตอร์แบบสุ่มใน [0, 1] ที่ใช้ในการกำหนดทิศทางการเคลื่อนที่ของวาฬในระยะการสำรวจ 

การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทางของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  ส่วน  คือเวกเตอร์สัมประสิทธิ์ที่ใช้

ในการควบคุมการเคลื่อนที่ของวาฬในระยะการใช้ประโยชน์ (Exploitation Phase) การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทาง

ของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  
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โดยที่  คือค่าสุ่มใน [0, 1], และบ่งชี้ถึงระยะทางของวาฬตัวที่  ไปยังเหยื่อ (ผลลัพธ์ที่ดีที่สุดที่ได้มา

จนถึงขณะนี้)  เป็นค่าคงตัวสำหรับการกำหนดรูปร่างของเกลียวลอการิทึม และ  คือค่าสุ่มใน [-1, 1] นอกเหนือจาก

เทคนิคการโจมตีด้วยฟองอากาศแบบเกลียวแล้ว วาฬหลังค่อมยังดำเนินการค้นหาเหยื่อแบบสุ่มอีกด้วย แบบจำลองทาง

คณิตศาสตร์สำหรับกระบวนการค้นหาดังหัวข้อต่อไป 

2.1.3 การค้นหาเหยื่อ (Search for Prey)  
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หลักการหาอาหารของวาฬมาใช้ในการสร้างแบบจำลองทางคณิตศาสตร์เพื่อหาค่าเหมาะที่สุด มีข้อกำหนดเบื้องต้นดังนี้  

คือจำนวนวาฬและ  คือจำนวนพารามิเตอร์ ตำแหน่งของวาฬแต่ตัวจะแสดงเป็น  ใน

ระหว่างกระบวนการการหาค่าเหมาะที่สุด วาฬจะดำเนินการเคลื่อนไหว 3 ประเภท ซึ่งในแต่ละเวลา วาฬจะปรับตำแหน่ง

ตนเองโดยดำเนินการอย่างใดอย่างหนึ่งใน 3 การกระทำเหล่านี้ 

2.1.1 ล้อมรอบเหยื่อ (Encircling Prey) 

วาฬหลังค่อมทราบตำแหน่งของเหยื่อและล้อมพวกมันไว้ โดยกำหนดว่าคำตอบที่ดีที่สุด เป็นตำแหน่งของเหยื่อที่เป็น

เป้าหมายหรือจุดที่ใกล้เคียงกับค่าเหมาะที่สุดจากนั้นตัวแทนของคำตอบอื่น ๆ จะปรับปรุงตำแหน่งของตัวเองโดยอ้างอิงกับ
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ได้อย่างมีประสิทธิภาพและไปสู่ผลลัพธ์ที่น่าพอใจขึ้นในเวลาถัดไป  เวกเตอร์  และ  คำนวณดังนี้ 

 
  ที่   
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 เป็็นเวกเตอร์์ตำแหน่่งใหม่่

ของวาฬ เมื่่�อ 
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ระหว่างกระบวนการการหาค่าเหมาะที่สุด วาฬจะดำเนินการเคลื่อนไหว 3 ประเภท ซึ่งในแต่ละเวลา วาฬจะปรับตำแหน่ง
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การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทางของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  ส่วน  คือเวกเตอร์สัมประสิทธิ์ที่ใช้

ในการควบคุมการเคลื่อนที่ของวาฬในระยะการใช้ประโยชน์ (Exploitation Phase) การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทาง

ของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  

2.1.2 การโจมตีด้วยฟองอากาศแบบเกลียว (Bubble-net Attacking) 

การโจมตีด้วยฟองอากาศแบบเกลียวเกิดขึ้นเมื่อวาฬหลังค่อมโอบล้อมเหยื่อไว้ภายในวงกลมที่หดตัวหรือเคลื่อนที่ตาม

เส้นทางรูปเกลียว วาฬหลังค่อมจะแสดงพฤติกรรมการว่ายน้ำรอบเหยื่อโดยค่อยๆ บีบวงล้อมรอบเหยื่อหรือการโจมตีด้วย

ฟองอากาศแบบเกลียวเข้าไปอย่างใดอย่างหนึ่ง ในการจำลองพฤติกรรมนี้ วิธี WOA จะกำหนดความน่าจะเป็นร้อยละ 50 

ระหว่างการเกิดพฤติกรรมการบีบวงล้อมรอบเหยื่อดังสมการที่ (1)  

 ถ้า ,  

และการโจมตีด้วยฟองอากาศแบบเกลียวดังสมการที่ (2) ดังนี้ 

 ถ้า , (2) 

โดยที่  คือค่าสุ่มใน [0, 1], และบ่งชี้ถึงระยะทางของวาฬตัวที่  ไปยังเหยื่อ (ผลลัพธ์ที่ดีที่สุดที่ได้มา

จนถึงขณะนี้)  เป็นค่าคงตัวสำหรับการกำหนดรูปร่างของเกลียวลอการิทึม และ  คือค่าสุ่มใน [-1, 1] นอกเหนือจาก

เทคนิคการโจมตีด้วยฟองอากาศแบบเกลียวแล้ว วาฬหลังค่อมยังดำเนินการค้นหาเหยื่อแบบสุ่มอีกด้วย แบบจำลองทาง

คณิตศาสตร์สำหรับกระบวนการค้นหาดังหัวข้อต่อไป 

2.1.3 การค้นหาเหยื่อ (Search for Prey)  

กลไกการสำรวจนี้ช่วยใหว้าฬสามารถเข้าสู่พื้นที่ต่างๆ ของพื้นที่ค้นหา เพิ่มโอกาสในการค้นพบผลลัพธ์ที่ดีกวา่ แบบจำลอง

ทางคณิตศาสตร์สำหรับระยะการสำรวจเกี่ยวข้องกับการปรับปรุงตำแหน่งของวาฬแบบสุ่มตามสมการต่อไปนี้ 

, 

N

m { }1 2( , ,..., ), 1,2,...,m
i i i iX x x x i N= Î

*( 1) ( ) ,X t X t A D+ = - ×
! "" "

( 1)X t +
!

* ( )X t
!

( )t

A
!

D
!

( 1)t + A
!

D
!

2 ,A a r a= × × -
! ! ! !

* ( ) ( )D C X t X t= × -
!! ! !

2 ,C r= ×
! !

a!

a!

a!

r!

r! a! C
!

C
!

a!

*( 1) ( )X t X t A D+ = - ×
! "" "

0.5p <

*( 1) cos(2 ) ( )blX t D e l X t¢+ = × × +
! " "

p 0.5p ³

p * ( ) ( )D X t X t¢ = -
! ! ! thi

b l

( )randD C X X t= × -
!! ! !

 คื อเวกเตอร์์ตำแหน่่งที่่�ดีีที่่�สุด

ที่่�วาฬพบจนถึึงขณะนี้้�  (t) และ 

หลักการหาอาหารของวาฬมาใช้ในการสร้างแบบจำลองทางคณิตศาสตร์เพื่อหาค่าเหมาะที่สุด มีข้อกำหนดเบื้องต้นดังนี้  

คือจำนวนวาฬและ  คือจำนวนพารามิเตอร์ ตำแหน่งของวาฬแต่ตัวจะแสดงเป็น  ใน

ระหว่างกระบวนการการหาค่าเหมาะที่สุด วาฬจะดำเนินการเคลื่อนไหว 3 ประเภท ซึ่งในแต่ละเวลา วาฬจะปรับตำแหน่ง

ตนเองโดยดำเนินการอย่างใดอย่างหนึ่งใน 3 การกระทำเหล่านี้ 

2.1.1 ล้อมรอบเหยื่อ (Encircling Prey) 

วาฬหลังค่อมทราบตำแหน่งของเหยื่อและล้อมพวกมันไว้ โดยกำหนดว่าคำตอบที่ดีที่สุด เป็นตำแหน่งของเหยื่อที่เป็น

เป้าหมายหรือจุดที่ใกล้เคียงกับค่าเหมาะที่สุดจากนั้นตัวแทนของคำตอบอื่น ๆ จะปรับปรุงตำแหน่งของตัวเองโดยอ้างอิงกับ

ตำแหน่งของเหยื่อ เปรียบได้กับวาฬหลังค่อมที่พุ่งเข้าไปล้อมเหยื่อ ซึ่งพฤติกรรมดังกล่าว ดังสมการที่ (1)  

   (1) 

โดยที่ เป็นเวกเตอร์ตำแหน่งใหม่ของวาฬ เมื่อ  คือเวกเตอร์ตำแหน่งที่ดีที่สุดที่วาฬพบจนถึงขณะนี้  และ 

 คือเวกเตอร์สัมประสิทธิ์แอมพลิจูด และ  คือเวกเตอร์ที่สร้างขึ้นแบบสุ่ม การเคลื่อนไหวนี้ช่วยให้วาฬสำรวจพื้นที่ค้นหา

ได้อย่างมีประสิทธิภาพและไปสู่ผลลัพธ์ที่น่าพอใจขึ้นในเวลาถัดไป  เวกเตอร์  และ  คำนวณดังนี้ 

 
  ที่   

โดยที่  คือสัมประสิทธิ์แอมพลิจูดที่ลดลงเชิงเส้นจาก 2 เป็น 0 ตลอดระยะเวลาของการทำซ้ำ เป็นการควบคุมการเคลื่อนที่

ของวาฬในระยะการสำรวจ (Exploration Phase) ในช่วงเริ่มต้นของกระบวนการค้นหา  จะมีค่าสูง ซึ่งช่วยให้วาฬสามารถ

สำรวจพื้นที่ค้นหาได้อย่างกว้างขวาง เมื่อกระบวนการค้นหาดำเนินไป  จะลดลง ซึ่งช่วยให้วาฬมุ่งเน้นไปที่พื้นที่ที่มีแนวโน้ม

ว่าจะมีผลลัพธ์ที่ดี ส่วน  คือเวกเตอร์แบบสุ่มใน [0, 1] ที่ใช้ในการกำหนดทิศทางการเคลื่อนที่ของวาฬในระยะการสำรวจ 

การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทางของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  ส่วน  คือเวกเตอร์สัมประสิทธิ์ที่ใช้

ในการควบคุมการเคลื่อนที่ของวาฬในระยะการใช้ประโยชน์ (Exploitation Phase) การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทาง

ของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  

2.1.2 การโจมตีด้วยฟองอากาศแบบเกลียว (Bubble-net Attacking) 

การโจมตีด้วยฟองอากาศแบบเกลียวเกิดขึ้นเมื่อวาฬหลังค่อมโอบล้อมเหยื่อไว้ภายในวงกลมที่หดตัวหรือเคลื่อนที่ตาม

เส้นทางรูปเกลียว วาฬหลังค่อมจะแสดงพฤติกรรมการว่ายน้ำรอบเหยื่อโดยค่อยๆ บีบวงล้อมรอบเหยื่อหรือการโจมตีด้วย

ฟองอากาศแบบเกลียวเข้าไปอย่างใดอย่างหนึ่ง ในการจำลองพฤติกรรมนี้ วิธี WOA จะกำหนดความน่าจะเป็นร้อยละ 50 

ระหว่างการเกิดพฤติกรรมการบีบวงล้อมรอบเหยื่อดังสมการที่ (1)  

 ถ้า ,  

และการโจมตีด้วยฟองอากาศแบบเกลียวดังสมการที่ (2) ดังนี้ 

 ถ้า , (2) 

โดยที่  คือค่าสุ่มใน [0, 1], และบ่งชี้ถึงระยะทางของวาฬตัวที่  ไปยังเหยื่อ (ผลลัพธ์ที่ดีที่สุดที่ได้มา

จนถึงขณะนี้)  เป็นค่าคงตัวสำหรับการกำหนดรูปร่างของเกลียวลอการิทึม และ  คือค่าสุ่มใน [-1, 1] นอกเหนือจาก

เทคนิคการโจมตีด้วยฟองอากาศแบบเกลียวแล้ว วาฬหลังค่อมยังดำเนินการค้นหาเหยื่อแบบสุ่มอีกด้วย แบบจำลองทาง

คณิตศาสตร์สำหรับกระบวนการค้นหาดังหัวข้อต่อไป 

2.1.3 การค้นหาเหยื่อ (Search for Prey)  

กลไกการสำรวจนี้ช่วยใหว้าฬสามารถเข้าสู่พื้นที่ต่างๆ ของพื้นที่ค้นหา เพิ่มโอกาสในการค้นพบผลลัพธ์ที่ดีกวา่ แบบจำลอง

ทางคณิตศาสตร์สำหรับระยะการสำรวจเกี่ยวข้องกับการปรับปรุงตำแหน่งของวาฬแบบสุ่มตามสมการต่อไปนี้ 
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 คื ือ เวกเตอร์์

สััมประสิิทธิ์์�แอมพลิิจููด และ 

หลักการหาอาหารของวาฬมาใช้ในการสร้างแบบจำลองทางคณิตศาสตร์เพื่อหาค่าเหมาะที่สุด มีข้อกำหนดเบื้องต้นดังนี้  

คือจำนวนวาฬและ  คือจำนวนพารามิเตอร์ ตำแหน่งของวาฬแต่ตัวจะแสดงเป็น  ใน

ระหว่างกระบวนการการหาค่าเหมาะที่สุด วาฬจะดำเนินการเคลื่อนไหว 3 ประเภท ซึ่งในแต่ละเวลา วาฬจะปรับตำแหน่ง

ตนเองโดยดำเนินการอย่างใดอย่างหนึ่งใน 3 การกระทำเหล่านี้ 

2.1.1 ล้อมรอบเหยื่อ (Encircling Prey) 

วาฬหลังค่อมทราบตำแหน่งของเหยื่อและล้อมพวกมันไว้ โดยกำหนดว่าคำตอบที่ดีที่สุด เป็นตำแหน่งของเหยื่อที่เป็น

เป้าหมายหรือจุดที่ใกล้เคียงกับค่าเหมาะที่สุดจากนั้นตัวแทนของคำตอบอื่น ๆ จะปรับปรุงตำแหน่งของตัวเองโดยอ้างอิงกับ

ตำแหน่งของเหยื่อ เปรียบได้กับวาฬหลังค่อมที่พุ่งเข้าไปล้อมเหยื่อ ซึ่งพฤติกรรมดังกล่าว ดังสมการที่ (1)  

   (1) 

โดยที่ เป็นเวกเตอร์ตำแหน่งใหม่ของวาฬ เมื่อ  คือเวกเตอร์ตำแหน่งที่ดีที่สุดที่วาฬพบจนถึงขณะนี้  และ 

 คือเวกเตอร์สัมประสิทธิ์แอมพลิจูด และ  คือเวกเตอร์ที่สร้างขึ้นแบบสุ่ม การเคลื่อนไหวนี้ช่วยให้วาฬสำรวจพื้นที่ค้นหา

ได้อย่างมีประสิทธิภาพและไปสู่ผลลัพธ์ที่น่าพอใจขึ้นในเวลาถัดไป  เวกเตอร์  และ  คำนวณดังนี้ 

 
  ที่   

โดยที่  คือสัมประสิทธิ์แอมพลิจูดที่ลดลงเชิงเส้นจาก 2 เป็น 0 ตลอดระยะเวลาของการทำซ้ำ เป็นการควบคุมการเคลื่อนที่

ของวาฬในระยะการสำรวจ (Exploration Phase) ในช่วงเริ่มต้นของกระบวนการค้นหา  จะมีค่าสูง ซึ่งช่วยให้วาฬสามารถ

สำรวจพื้นที่ค้นหาได้อย่างกว้างขวาง เมื่อกระบวนการค้นหาดำเนินไป  จะลดลง ซึ่งช่วยให้วาฬมุ่งเน้นไปที่พื้นที่ที่มีแนวโน้ม

ว่าจะมีผลลัพธ์ที่ดี ส่วน  คือเวกเตอร์แบบสุ่มใน [0, 1] ที่ใช้ในการกำหนดทิศทางการเคลื่อนที่ของวาฬในระยะการสำรวจ 

การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทางของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  ส่วน  คือเวกเตอร์สัมประสิทธิ์ที่ใช้

ในการควบคุมการเคลื่อนที่ของวาฬในระยะการใช้ประโยชน์ (Exploitation Phase) การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทาง

ของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  

2.1.2 การโจมตีด้วยฟองอากาศแบบเกลียว (Bubble-net Attacking) 

การโจมตีด้วยฟองอากาศแบบเกลียวเกิดขึ้นเมื่อวาฬหลังค่อมโอบล้อมเหยื่อไว้ภายในวงกลมที่หดตัวหรือเคลื่อนที่ตาม

เส้นทางรูปเกลียว วาฬหลังค่อมจะแสดงพฤติกรรมการว่ายน้ำรอบเหยื่อโดยค่อยๆ บีบวงล้อมรอบเหยื่อหรือการโจมตีด้วย

ฟองอากาศแบบเกลียวเข้าไปอย่างใดอย่างหนึ่ง ในการจำลองพฤติกรรมนี้ วิธี WOA จะกำหนดความน่าจะเป็นร้อยละ 50 

ระหว่างการเกิดพฤติกรรมการบีบวงล้อมรอบเหยื่อดังสมการที่ (1)  

 ถ้า ,  

และการโจมตีด้วยฟองอากาศแบบเกลียวดังสมการที่ (2) ดังนี้ 

 ถ้า , (2) 

โดยที่  คือค่าสุ่มใน [0, 1], และบ่งชี้ถึงระยะทางของวาฬตัวที่  ไปยังเหยื่อ (ผลลัพธ์ที่ดีที่สุดที่ได้มา

จนถึงขณะนี้)  เป็นค่าคงตัวสำหรับการกำหนดรูปร่างของเกลียวลอการิทึม และ  คือค่าสุ่มใน [-1, 1] นอกเหนือจาก

เทคนิคการโจมตีด้วยฟองอากาศแบบเกลียวแล้ว วาฬหลังค่อมยังดำเนินการค้นหาเหยื่อแบบสุ่มอีกด้วย แบบจำลองทาง

คณิตศาสตร์สำหรับกระบวนการค้นหาดังหัวข้อต่อไป 

2.1.3 การค้นหาเหยื่อ (Search for Prey)  

กลไกการสำรวจนี้ช่วยใหว้าฬสามารถเข้าสู่พื้นที่ต่างๆ ของพื้นที่ค้นหา เพิ่มโอกาสในการค้นพบผลลัพธ์ที่ดีกวา่ แบบจำลอง

ทางคณิตศาสตร์สำหรับระยะการสำรวจเกี่ยวข้องกับการปรับปรุงตำแหน่งของวาฬแบบสุ่มตามสมการต่อไปนี้ 
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 คืือ เวกเตอร์์ที่่�สร้้างขึ้้�น

แบบสุ่่�ม การเคลื่่�อนไหวนี้้�ช่วยให้้วาฬสำรวจพื้้�นที่่�ค้นหา

ได้้อย่่างมีีประสิิทธิิภาพและไปสู่่�ผลลััพธ์์ที่่�น่่าพอใจขึ้้�น

ในเวลาถััดไป (t+1) เวกเตอร์์ 

หลักการหาอาหารของวาฬมาใช้ในการสร้างแบบจำลองทางคณิตศาสตร์เพื่อหาค่าเหมาะที่สุด มีข้อกำหนดเบื้องต้นดังนี้  

คือจำนวนวาฬและ  คือจำนวนพารามิเตอร์ ตำแหน่งของวาฬแต่ตัวจะแสดงเป็น  ใน

ระหว่างกระบวนการการหาค่าเหมาะที่สุด วาฬจะดำเนินการเคลื่อนไหว 3 ประเภท ซึ่งในแต่ละเวลา วาฬจะปรับตำแหน่ง

ตนเองโดยดำเนินการอย่างใดอย่างหนึ่งใน 3 การกระทำเหล่านี้ 

2.1.1 ล้อมรอบเหยื่อ (Encircling Prey) 

วาฬหลังค่อมทราบตำแหน่งของเหยื่อและล้อมพวกมันไว้ โดยกำหนดว่าคำตอบที่ดีที่สุด เป็นตำแหน่งของเหยื่อที่เป็น

เป้าหมายหรือจุดที่ใกล้เคียงกับค่าเหมาะที่สุดจากนั้นตัวแทนของคำตอบอื่น ๆ จะปรับปรุงตำแหน่งของตัวเองโดยอ้างอิงกับ
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หลักการหาอาหารของวาฬมาใช้ในการสร้างแบบจำลองทางคณิตศาสตร์เพื่อหาค่าเหมาะที่สุด มีข้อกำหนดเบื้องต้นดังนี้  

คือจำนวนวาฬและ  คือจำนวนพารามิเตอร์ ตำแหน่งของวาฬแต่ตัวจะแสดงเป็น  ใน

ระหว่างกระบวนการการหาค่าเหมาะที่สุด วาฬจะดำเนินการเคลื่อนไหว 3 ประเภท ซึ่งในแต่ละเวลา วาฬจะปรับตำแหน่ง

ตนเองโดยดำเนินการอย่างใดอย่างหนึ่งใน 3 การกระทำเหล่านี้ 
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 คื อ สั ัมประสิิทธิ์์�แอมพลิิจููดที่่�ลดลง

เชิิงเส้้นจาก 2 เป็็น 0 ตลอดระยะเวลาของการทำซ้้ำ 

เป็น็การควบคุมุการเคลื่่�อนที่่�ของวาฬในระยะการสำรวจ 

(Exploration Phase) ในช่่วงเริ่่�มต้้นของกระบวนการ

ค้้นหา 

หลักการหาอาหารของวาฬมาใช้ในการสร้างแบบจำลองทางคณิตศาสตร์เพื่อหาค่าเหมาะที่สุด มีข้อกำหนดเบื้องต้นดังนี้  

คือจำนวนวาฬและ  คือจำนวนพารามิเตอร์ ตำแหน่งของวาฬแต่ตัวจะแสดงเป็น  ใน

ระหว่างกระบวนการการหาค่าเหมาะที่สุด วาฬจะดำเนินการเคลื่อนไหว 3 ประเภท ซึ่งในแต่ละเวลา วาฬจะปรับตำแหน่ง

ตนเองโดยดำเนินการอย่างใดอย่างหนึ่งใน 3 การกระทำเหล่านี้ 

2.1.1 ล้อมรอบเหยื่อ (Encircling Prey) 

วาฬหลังค่อมทราบตำแหน่งของเหยื่อและล้อมพวกมันไว้ โดยกำหนดว่าคำตอบที่ดีที่สุด เป็นตำแหน่งของเหยื่อที่เป็น

เป้าหมายหรือจุดที่ใกล้เคียงกับค่าเหมาะที่สุดจากนั้นตัวแทนของคำตอบอื่น ๆ จะปรับปรุงตำแหน่งของตัวเองโดยอ้างอิงกับ

ตำแหน่งของเหยื่อ เปรียบได้กับวาฬหลังค่อมที่พุ่งเข้าไปล้อมเหยื่อ ซึ่งพฤติกรรมดังกล่าว ดังสมการที่ (1)  

   (1) 

โดยที่ เป็นเวกเตอร์ตำแหน่งใหม่ของวาฬ เมื่อ  คือเวกเตอร์ตำแหน่งที่ดีที่สุดที่วาฬพบจนถึงขณะนี้  และ 

 คือเวกเตอร์สัมประสิทธิ์แอมพลิจูด และ  คือเวกเตอร์ที่สร้างขึ้นแบบสุ่ม การเคลื่อนไหวนี้ช่วยให้วาฬสำรวจพื้นที่ค้นหา

ได้อย่างมีประสิทธิภาพและไปสู่ผลลัพธ์ที่น่าพอใจขึ้นในเวลาถัดไป  เวกเตอร์  และ  คำนวณดังนี้ 

 
  ที่   

โดยที่  คือสัมประสิทธิ์แอมพลิจูดที่ลดลงเชิงเส้นจาก 2 เป็น 0 ตลอดระยะเวลาของการทำซ้ำ เป็นการควบคุมการเคลื่อนที่

ของวาฬในระยะการสำรวจ (Exploration Phase) ในช่วงเริ่มต้นของกระบวนการค้นหา  จะมีค่าสูง ซึ่งช่วยให้วาฬสามารถ

สำรวจพื้นที่ค้นหาได้อย่างกว้างขวาง เมื่อกระบวนการค้นหาดำเนินไป  จะลดลง ซึ่งช่วยให้วาฬมุ่งเน้นไปที่พื้นที่ที่มีแนวโน้ม

ว่าจะมีผลลัพธ์ที่ดี ส่วน  คือเวกเตอร์แบบสุ่มใน [0, 1] ที่ใช้ในการกำหนดทิศทางการเคลื่อนที่ของวาฬในระยะการสำรวจ 

การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทางของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  ส่วน  คือเวกเตอร์สัมประสิทธิ์ที่ใช้

ในการควบคุมการเคลื่อนที่ของวาฬในระยะการใช้ประโยชน์ (Exploitation Phase) การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทาง

ของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  

2.1.2 การโจมตีด้วยฟองอากาศแบบเกลียว (Bubble-net Attacking) 

การโจมตีด้วยฟองอากาศแบบเกลียวเกิดขึ้นเมื่อวาฬหลังค่อมโอบล้อมเหยื่อไว้ภายในวงกลมที่หดตัวหรือเคลื่อนที่ตาม

เส้นทางรูปเกลียว วาฬหลังค่อมจะแสดงพฤติกรรมการว่ายน้ำรอบเหยื่อโดยค่อยๆ บีบวงล้อมรอบเหยื่อหรือการโจมตีด้วย

ฟองอากาศแบบเกลียวเข้าไปอย่างใดอย่างหนึ่ง ในการจำลองพฤติกรรมนี้ วิธี WOA จะกำหนดความน่าจะเป็นร้อยละ 50 

ระหว่างการเกิดพฤติกรรมการบีบวงล้อมรอบเหยื่อดังสมการที่ (1)  

 ถ้า ,  

และการโจมตีด้วยฟองอากาศแบบเกลียวดังสมการที่ (2) ดังนี้ 

 ถ้า , (2) 

โดยที่  คือค่าสุ่มใน [0, 1], และบ่งชี้ถึงระยะทางของวาฬตัวที่  ไปยังเหยื่อ (ผลลัพธ์ที่ดีที่สุดที่ได้มา

จนถึงขณะนี้)  เป็นค่าคงตัวสำหรับการกำหนดรูปร่างของเกลียวลอการิทึม และ  คือค่าสุ่มใน [-1, 1] นอกเหนือจาก

เทคนิคการโจมตีด้วยฟองอากาศแบบเกลียวแล้ว วาฬหลังค่อมยังดำเนินการค้นหาเหยื่อแบบสุ่มอีกด้วย แบบจำลองทาง

คณิตศาสตร์สำหรับกระบวนการค้นหาดังหัวข้อต่อไป 

2.1.3 การค้นหาเหยื่อ (Search for Prey)  

กลไกการสำรวจนี้ช่วยใหว้าฬสามารถเข้าสู่พื้นที่ต่างๆ ของพื้นที่ค้นหา เพิ่มโอกาสในการค้นพบผลลัพธ์ที่ดีกวา่ แบบจำลอง

ทางคณิตศาสตร์สำหรับระยะการสำรวจเกี่ยวข้องกับการปรับปรุงตำแหน่งของวาฬแบบสุ่มตามสมการต่อไปนี้ 
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 จะมีีค่่าสููง ซึ่่�งช่่วยให้้วาฬสามารถสำรวจพื้้�นที่่�

ค้้นหาได้้อย่่างกว้้างขวาง เมื่่�อกระบวนการค้้นหาดำเนิินไป 

หลักการหาอาหารของวาฬมาใช้ในการสร้างแบบจำลองทางคณิตศาสตร์เพื่อหาค่าเหมาะที่สุด มีข้อกำหนดเบื้องต้นดังนี้  

คือจำนวนวาฬและ  คือจำนวนพารามิเตอร์ ตำแหน่งของวาฬแต่ตัวจะแสดงเป็น  ใน

ระหว่างกระบวนการการหาค่าเหมาะที่สุด วาฬจะดำเนินการเคลื่อนไหว 3 ประเภท ซึ่งในแต่ละเวลา วาฬจะปรับตำแหน่ง

ตนเองโดยดำเนินการอย่างใดอย่างหนึ่งใน 3 การกระทำเหล่านี้ 

2.1.1 ล้อมรอบเหยื่อ (Encircling Prey) 

วาฬหลังค่อมทราบตำแหน่งของเหยื่อและล้อมพวกมันไว้ โดยกำหนดว่าคำตอบที่ดีที่สุด เป็นตำแหน่งของเหยื่อที่เป็น

เป้าหมายหรือจุดที่ใกล้เคียงกับค่าเหมาะที่สุดจากนั้นตัวแทนของคำตอบอื่น ๆ จะปรับปรุงตำแหน่งของตัวเองโดยอ้างอิงกับ

ตำแหน่งของเหยื่อ เปรียบได้กับวาฬหลังค่อมที่พุ่งเข้าไปล้อมเหยื่อ ซึ่งพฤติกรรมดังกล่าว ดังสมการที่ (1)  

   (1) 

โดยที่ เป็นเวกเตอร์ตำแหน่งใหม่ของวาฬ เมื่อ  คือเวกเตอร์ตำแหน่งที่ดีที่สุดที่วาฬพบจนถึงขณะนี้  และ 

 คือเวกเตอร์สัมประสิทธิ์แอมพลิจูด และ  คือเวกเตอร์ที่สร้างขึ้นแบบสุ่ม การเคลื่อนไหวนี้ช่วยให้วาฬสำรวจพื้นที่ค้นหา

ได้อย่างมีประสิทธิภาพและไปสู่ผลลัพธ์ที่น่าพอใจขึ้นในเวลาถัดไป  เวกเตอร์  และ  คำนวณดังนี้ 

 
  ที่   

โดยที่  คือสัมประสิทธิ์แอมพลิจูดที่ลดลงเชิงเส้นจาก 2 เป็น 0 ตลอดระยะเวลาของการทำซ้ำ เป็นการควบคุมการเคลื่อนที่

ของวาฬในระยะการสำรวจ (Exploration Phase) ในช่วงเริ่มต้นของกระบวนการค้นหา  จะมีค่าสูง ซึ่งช่วยให้วาฬสามารถ

สำรวจพื้นที่ค้นหาได้อย่างกว้างขวาง เมื่อกระบวนการค้นหาดำเนินไป  จะลดลง ซึ่งช่วยให้วาฬมุ่งเน้นไปที่พื้นที่ที่มีแนวโน้ม

ว่าจะมีผลลัพธ์ที่ดี ส่วน  คือเวกเตอร์แบบสุ่มใน [0, 1] ที่ใช้ในการกำหนดทิศทางการเคลื่อนที่ของวาฬในระยะการสำรวจ 

การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทางของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  ส่วน  คือเวกเตอร์สัมประสิทธิ์ที่ใช้

ในการควบคุมการเคลื่อนที่ของวาฬในระยะการใช้ประโยชน์ (Exploitation Phase) การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทาง

ของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  

2.1.2 การโจมตีด้วยฟองอากาศแบบเกลียว (Bubble-net Attacking) 

การโจมตีด้วยฟองอากาศแบบเกลียวเกิดขึ้นเมื่อวาฬหลังค่อมโอบล้อมเหยื่อไว้ภายในวงกลมที่หดตัวหรือเคลื่อนที่ตาม

เส้นทางรูปเกลียว วาฬหลังค่อมจะแสดงพฤติกรรมการว่ายน้ำรอบเหยื่อโดยค่อยๆ บีบวงล้อมรอบเหยื่อหรือการโจมตีด้วย

ฟองอากาศแบบเกลียวเข้าไปอย่างใดอย่างหนึ่ง ในการจำลองพฤติกรรมนี้ วิธี WOA จะกำหนดความน่าจะเป็นร้อยละ 50 

ระหว่างการเกิดพฤติกรรมการบีบวงล้อมรอบเหยื่อดังสมการที่ (1)  

 ถ้า ,  

และการโจมตีด้วยฟองอากาศแบบเกลียวดังสมการที่ (2) ดังนี้ 

 ถ้า , (2) 

โดยที่  คือค่าสุ่มใน [0, 1], และบ่งชี้ถึงระยะทางของวาฬตัวที่  ไปยังเหยื่อ (ผลลัพธ์ที่ดีที่สุดที่ได้มา

จนถึงขณะนี้)  เป็นค่าคงตัวสำหรับการกำหนดรูปร่างของเกลียวลอการิทึม และ  คือค่าสุ่มใน [-1, 1] นอกเหนือจาก

เทคนิคการโจมตีด้วยฟองอากาศแบบเกลียวแล้ว วาฬหลังค่อมยังดำเนินการค้นหาเหยื่อแบบสุ่มอีกด้วย แบบจำลองทาง

คณิตศาสตร์สำหรับกระบวนการค้นหาดังหัวข้อต่อไป 

2.1.3 การค้นหาเหยื่อ (Search for Prey)  

กลไกการสำรวจนี้ช่วยใหว้าฬสามารถเข้าสู่พื้นที่ต่างๆ ของพื้นที่ค้นหา เพิ่มโอกาสในการค้นพบผลลัพธ์ที่ดีกวา่ แบบจำลอง

ทางคณิตศาสตร์สำหรับระยะการสำรวจเกี่ยวข้องกับการปรับปรุงตำแหน่งของวาฬแบบสุ่มตามสมการต่อไปนี้ 
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 จะลดลง ซึ่่�งช่่วยให้้วาฬมุ่่�งเน้้นไปที่่�พื้้�นที่่�ที่่�มีแนวโน้้มว่่า

จะมีีผลลััพธ์์ที่่�ดีี ส่่วน 

หลักการหาอาหารของวาฬมาใช้ในการสร้างแบบจำลองทางคณิตศาสตร์เพื่อหาค่าเหมาะที่สุด มีข้อกำหนดเบื้องต้นดังนี้  

คือจำนวนวาฬและ  คือจำนวนพารามิเตอร์ ตำแหน่งของวาฬแต่ตัวจะแสดงเป็น  ใน

ระหว่างกระบวนการการหาค่าเหมาะที่สุด วาฬจะดำเนินการเคลื่อนไหว 3 ประเภท ซึ่งในแต่ละเวลา วาฬจะปรับตำแหน่ง

ตนเองโดยดำเนินการอย่างใดอย่างหนึ่งใน 3 การกระทำเหล่านี้ 

2.1.1 ล้อมรอบเหยื่อ (Encircling Prey) 

วาฬหลังค่อมทราบตำแหน่งของเหยื่อและล้อมพวกมันไว้ โดยกำหนดว่าคำตอบที่ดีที่สุด เป็นตำแหน่งของเหยื่อที่เป็น

เป้าหมายหรือจุดที่ใกล้เคียงกับค่าเหมาะที่สุดจากนั้นตัวแทนของคำตอบอื่น ๆ จะปรับปรุงตำแหน่งของตัวเองโดยอ้างอิงกับ

ตำแหน่งของเหยื่อ เปรียบได้กับวาฬหลังค่อมที่พุ่งเข้าไปล้อมเหยื่อ ซึ่งพฤติกรรมดังกล่าว ดังสมการที่ (1)  

   (1) 

โดยที่ เป็นเวกเตอร์ตำแหน่งใหม่ของวาฬ เมื่อ  คือเวกเตอร์ตำแหน่งที่ดีที่สุดที่วาฬพบจนถึงขณะนี้  และ 

 คือเวกเตอร์สัมประสิทธิ์แอมพลิจูด และ  คือเวกเตอร์ที่สร้างขึ้นแบบสุ่ม การเคลื่อนไหวนี้ช่วยให้วาฬสำรวจพื้นที่ค้นหา

ได้อย่างมีประสิทธิภาพและไปสู่ผลลัพธ์ที่น่าพอใจขึ้นในเวลาถัดไป  เวกเตอร์  และ  คำนวณดังนี้ 

 
  ที่   

โดยที่  คือสัมประสิทธิ์แอมพลิจูดที่ลดลงเชิงเส้นจาก 2 เป็น 0 ตลอดระยะเวลาของการทำซ้ำ เป็นการควบคุมการเคลื่อนที่

ของวาฬในระยะการสำรวจ (Exploration Phase) ในช่วงเริ่มต้นของกระบวนการค้นหา  จะมีค่าสูง ซึ่งช่วยให้วาฬสามารถ

สำรวจพื้นที่ค้นหาได้อย่างกว้างขวาง เมื่อกระบวนการค้นหาดำเนินไป  จะลดลง ซึ่งช่วยให้วาฬมุ่งเน้นไปที่พื้นที่ที่มีแนวโน้ม

ว่าจะมีผลลัพธ์ที่ดี ส่วน  คือเวกเตอร์แบบสุ่มใน [0, 1] ที่ใช้ในการกำหนดทิศทางการเคลื่อนที่ของวาฬในระยะการสำรวจ 

การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทางของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  ส่วน  คือเวกเตอร์สัมประสิทธิ์ที่ใช้

ในการควบคุมการเคลื่อนที่ของวาฬในระยะการใช้ประโยชน์ (Exploitation Phase) การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทาง

ของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  

2.1.2 การโจมตีด้วยฟองอากาศแบบเกลียว (Bubble-net Attacking) 

การโจมตีด้วยฟองอากาศแบบเกลียวเกิดขึ้นเมื่อวาฬหลังค่อมโอบล้อมเหยื่อไว้ภายในวงกลมที่หดตัวหรือเคลื่อนที่ตาม

เส้นทางรูปเกลียว วาฬหลังค่อมจะแสดงพฤติกรรมการว่ายน้ำรอบเหยื่อโดยค่อยๆ บีบวงล้อมรอบเหยื่อหรือการโจมตีด้วย

ฟองอากาศแบบเกลียวเข้าไปอย่างใดอย่างหนึ่ง ในการจำลองพฤติกรรมนี้ วิธี WOA จะกำหนดความน่าจะเป็นร้อยละ 50 

ระหว่างการเกิดพฤติกรรมการบีบวงล้อมรอบเหยื่อดังสมการที่ (1)  

 ถ้า ,  

และการโจมตีด้วยฟองอากาศแบบเกลียวดังสมการที่ (2) ดังนี้ 

 ถ้า , (2) 

โดยที่  คือค่าสุ่มใน [0, 1], และบ่งชี้ถึงระยะทางของวาฬตัวที่  ไปยังเหยื่อ (ผลลัพธ์ที่ดีที่สุดที่ได้มา

จนถึงขณะนี้)  เป็นค่าคงตัวสำหรับการกำหนดรูปร่างของเกลียวลอการิทึม และ  คือค่าสุ่มใน [-1, 1] นอกเหนือจาก

เทคนิคการโจมตีด้วยฟองอากาศแบบเกลียวแล้ว วาฬหลังค่อมยังดำเนินการค้นหาเหยื่อแบบสุ่มอีกด้วย แบบจำลองทาง

คณิตศาสตร์สำหรับกระบวนการค้นหาดังหัวข้อต่อไป 

2.1.3 การค้นหาเหยื่อ (Search for Prey)  

กลไกการสำรวจนี้ช่วยใหว้าฬสามารถเข้าสู่พื้นที่ต่างๆ ของพื้นที่ค้นหา เพิ่มโอกาสในการค้นพบผลลัพธ์ที่ดีกวา่ แบบจำลอง

ทางคณิตศาสตร์สำหรับระยะการสำรวจเกี่ยวข้องกับการปรับปรุงตำแหน่งของวาฬแบบสุ่มตามสมการต่อไปนี้ 
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 คืือ เวกเตอร์์แบบสุ่่�มใน [0, 1] 

ที่่�ใช้้ในการกำหนดทิิศทางการเคลื่่�อนที่่�ของวาฬในระยะ

การสำรวจ การเคลื่่�อนที่่�ของวาฬจะขึ้้�นอยู่่�กับทิิศทาง

ของเวกเตอร์์ 

หลักการหาอาหารของวาฬมาใช้ในการสร้างแบบจำลองทางคณิตศาสตร์เพื่อหาค่าเหมาะที่สุด มีข้อกำหนดเบื้องต้นดังนี้  

คือจำนวนวาฬและ  คือจำนวนพารามิเตอร์ ตำแหน่งของวาฬแต่ตัวจะแสดงเป็น  ใน

ระหว่างกระบวนการการหาค่าเหมาะที่สุด วาฬจะดำเนินการเคลื่อนไหว 3 ประเภท ซึ่งในแต่ละเวลา วาฬจะปรับตำแหน่ง

ตนเองโดยดำเนินการอย่างใดอย่างหนึ่งใน 3 การกระทำเหล่านี้ 

2.1.1 ล้อมรอบเหยื่อ (Encircling Prey) 

วาฬหลังค่อมทราบตำแหน่งของเหยื่อและล้อมพวกมันไว้ โดยกำหนดว่าคำตอบที่ดีที่สุด เป็นตำแหน่งของเหยื่อที่เป็น

เป้าหมายหรือจุดที่ใกล้เคียงกับค่าเหมาะที่สุดจากนั้นตัวแทนของคำตอบอื่น ๆ จะปรับปรุงตำแหน่งของตัวเองโดยอ้างอิงกับ

ตำแหน่งของเหยื่อ เปรียบได้กับวาฬหลังค่อมที่พุ่งเข้าไปล้อมเหยื่อ ซึ่งพฤติกรรมดังกล่าว ดังสมการที่ (1)  

   (1) 

โดยที่ เป็นเวกเตอร์ตำแหน่งใหม่ของวาฬ เมื่อ  คือเวกเตอร์ตำแหน่งที่ดีที่สุดที่วาฬพบจนถึงขณะนี้  และ 

 คือเวกเตอร์สัมประสิทธิ์แอมพลิจูด และ  คือเวกเตอร์ที่สร้างขึ้นแบบสุ่ม การเคลื่อนไหวนี้ช่วยให้วาฬสำรวจพื้นที่ค้นหา

ได้อย่างมีประสิทธิภาพและไปสู่ผลลัพธ์ที่น่าพอใจขึ้นในเวลาถัดไป  เวกเตอร์  และ  คำนวณดังนี้ 

 
  ที่   

โดยที่  คือสัมประสิทธิ์แอมพลิจูดที่ลดลงเชิงเส้นจาก 2 เป็น 0 ตลอดระยะเวลาของการทำซ้ำ เป็นการควบคุมการเคลื่อนที่

ของวาฬในระยะการสำรวจ (Exploration Phase) ในช่วงเริ่มต้นของกระบวนการค้นหา  จะมีค่าสูง ซึ่งช่วยให้วาฬสามารถ

สำรวจพื้นที่ค้นหาได้อย่างกว้างขวาง เมื่อกระบวนการค้นหาดำเนินไป  จะลดลง ซึ่งช่วยให้วาฬมุ่งเน้นไปที่พื้นที่ที่มีแนวโน้ม

ว่าจะมีผลลัพธ์ที่ดี ส่วน  คือเวกเตอร์แบบสุ่มใน [0, 1] ที่ใช้ในการกำหนดทิศทางการเคลื่อนที่ของวาฬในระยะการสำรวจ 

การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทางของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  ส่วน  คือเวกเตอร์สัมประสิทธิ์ที่ใช้

ในการควบคุมการเคลื่อนที่ของวาฬในระยะการใช้ประโยชน์ (Exploitation Phase) การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทาง

ของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  

2.1.2 การโจมตีด้วยฟองอากาศแบบเกลียว (Bubble-net Attacking) 

การโจมตีด้วยฟองอากาศแบบเกลียวเกิดขึ้นเมื่อวาฬหลังค่อมโอบล้อมเหยื่อไว้ภายในวงกลมที่หดตัวหรือเคลื่อนที่ตาม

เส้นทางรูปเกลียว วาฬหลังค่อมจะแสดงพฤติกรรมการว่ายน้ำรอบเหยื่อโดยค่อยๆ บีบวงล้อมรอบเหยื่อหรือการโจมตีด้วย

ฟองอากาศแบบเกลียวเข้าไปอย่างใดอย่างหนึ่ง ในการจำลองพฤติกรรมนี้ วิธี WOA จะกำหนดความน่าจะเป็นร้อยละ 50 

ระหว่างการเกิดพฤติกรรมการบีบวงล้อมรอบเหยื่อดังสมการที่ (1)  

 ถ้า ,  

และการโจมตีด้วยฟองอากาศแบบเกลียวดังสมการที่ (2) ดังนี้ 

 ถ้า , (2) 

โดยที่  คือค่าสุ่มใน [0, 1], และบ่งชี้ถึงระยะทางของวาฬตัวที่  ไปยังเหยื่อ (ผลลัพธ์ที่ดีที่สุดที่ได้มา

จนถึงขณะนี้)  เป็นค่าคงตัวสำหรับการกำหนดรูปร่างของเกลียวลอการิทึม และ  คือค่าสุ่มใน [-1, 1] นอกเหนือจาก

เทคนิคการโจมตีด้วยฟองอากาศแบบเกลียวแล้ว วาฬหลังค่อมยังดำเนินการค้นหาเหยื่อแบบสุ่มอีกด้วย แบบจำลองทาง

คณิตศาสตร์สำหรับกระบวนการค้นหาดังหัวข้อต่อไป 

2.1.3 การค้นหาเหยื่อ (Search for Prey)  

กลไกการสำรวจนี้ช่วยใหว้าฬสามารถเข้าสู่พื้นที่ต่างๆ ของพื้นที่ค้นหา เพิ่มโอกาสในการค้นพบผลลัพธ์ที่ดีกวา่ แบบจำลอง

ทางคณิตศาสตร์สำหรับระยะการสำรวจเกี่ยวข้องกับการปรับปรุงตำแหน่งของวาฬแบบสุ่มตามสมการต่อไปนี้ 
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 และสััมประสิิทธิ์์�แอมพลิิจููด 

หลักการหาอาหารของวาฬมาใช้ในการสร้างแบบจำลองทางคณิตศาสตร์เพื่อหาค่าเหมาะที่สุด มีข้อกำหนดเบื้องต้นดังนี้  

คือจำนวนวาฬและ  คือจำนวนพารามิเตอร์ ตำแหน่งของวาฬแต่ตัวจะแสดงเป็น  ใน

ระหว่างกระบวนการการหาค่าเหมาะที่สุด วาฬจะดำเนินการเคลื่อนไหว 3 ประเภท ซึ่งในแต่ละเวลา วาฬจะปรับตำแหน่ง

ตนเองโดยดำเนินการอย่างใดอย่างหนึ่งใน 3 การกระทำเหล่านี้ 

2.1.1 ล้อมรอบเหยื่อ (Encircling Prey) 

วาฬหลังค่อมทราบตำแหน่งของเหยื่อและล้อมพวกมันไว้ โดยกำหนดว่าคำตอบที่ดีที่สุด เป็นตำแหน่งของเหยื่อที่เป็น

เป้าหมายหรือจุดที่ใกล้เคียงกับค่าเหมาะที่สุดจากนั้นตัวแทนของคำตอบอื่น ๆ จะปรับปรุงตำแหน่งของตัวเองโดยอ้างอิงกับ

ตำแหน่งของเหยื่อ เปรียบได้กับวาฬหลังค่อมที่พุ่งเข้าไปล้อมเหยื่อ ซึ่งพฤติกรรมดังกล่าว ดังสมการที่ (1)  

   (1) 

โดยที่ เป็นเวกเตอร์ตำแหน่งใหม่ของวาฬ เมื่อ  คือเวกเตอร์ตำแหน่งที่ดีที่สุดที่วาฬพบจนถึงขณะนี้  และ 

 คือเวกเตอร์สัมประสิทธิ์แอมพลิจูด และ  คือเวกเตอร์ที่สร้างขึ้นแบบสุ่ม การเคลื่อนไหวนี้ช่วยให้วาฬสำรวจพื้นที่ค้นหา

ได้อย่างมีประสิทธิภาพและไปสู่ผลลัพธ์ที่น่าพอใจขึ้นในเวลาถัดไป  เวกเตอร์  และ  คำนวณดังนี้ 

 
  ที่   

โดยที่  คือสัมประสิทธิ์แอมพลิจูดที่ลดลงเชิงเส้นจาก 2 เป็น 0 ตลอดระยะเวลาของการทำซ้ำ เป็นการควบคุมการเคลื่อนที่

ของวาฬในระยะการสำรวจ (Exploration Phase) ในช่วงเริ่มต้นของกระบวนการค้นหา  จะมีค่าสูง ซึ่งช่วยให้วาฬสามารถ

สำรวจพื้นที่ค้นหาได้อย่างกว้างขวาง เมื่อกระบวนการค้นหาดำเนินไป  จะลดลง ซึ่งช่วยให้วาฬมุ่งเน้นไปที่พื้นที่ที่มีแนวโน้ม

ว่าจะมีผลลัพธ์ที่ดี ส่วน  คือเวกเตอร์แบบสุ่มใน [0, 1] ที่ใช้ในการกำหนดทิศทางการเคลื่อนที่ของวาฬในระยะการสำรวจ 

การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทางของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  ส่วน  คือเวกเตอร์สัมประสิทธิ์ที่ใช้

ในการควบคุมการเคลื่อนที่ของวาฬในระยะการใช้ประโยชน์ (Exploitation Phase) การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทาง

ของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  

2.1.2 การโจมตีด้วยฟองอากาศแบบเกลียว (Bubble-net Attacking) 

การโจมตีด้วยฟองอากาศแบบเกลียวเกิดขึ้นเมื่อวาฬหลังค่อมโอบล้อมเหยื่อไว้ภายในวงกลมที่หดตัวหรือเคลื่อนที่ตาม

เส้นทางรูปเกลียว วาฬหลังค่อมจะแสดงพฤติกรรมการว่ายน้ำรอบเหยื่อโดยค่อยๆ บีบวงล้อมรอบเหยื่อหรือการโจมตีด้วย

ฟองอากาศแบบเกลียวเข้าไปอย่างใดอย่างหนึ่ง ในการจำลองพฤติกรรมนี้ วิธี WOA จะกำหนดความน่าจะเป็นร้อยละ 50 

ระหว่างการเกิดพฤติกรรมการบีบวงล้อมรอบเหยื่อดังสมการที่ (1)  

 ถ้า ,  

และการโจมตีด้วยฟองอากาศแบบเกลียวดังสมการที่ (2) ดังนี้ 

 ถ้า , (2) 

โดยที่  คือค่าสุ่มใน [0, 1], และบ่งชี้ถึงระยะทางของวาฬตัวที่  ไปยังเหยื่อ (ผลลัพธ์ที่ดีที่สุดที่ได้มา

จนถึงขณะนี้)  เป็นค่าคงตัวสำหรับการกำหนดรูปร่างของเกลียวลอการิทึม และ  คือค่าสุ่มใน [-1, 1] นอกเหนือจาก

เทคนิคการโจมตีด้วยฟองอากาศแบบเกลียวแล้ว วาฬหลังค่อมยังดำเนินการค้นหาเหยื่อแบบสุ่มอีกด้วย แบบจำลองทาง

คณิตศาสตร์สำหรับกระบวนการค้นหาดังหัวข้อต่อไป 

2.1.3 การค้นหาเหยื่อ (Search for Prey)  
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ทางคณิตศาสตร์สำหรับระยะการสำรวจเกี่ยวข้องกับการปรับปรุงตำแหน่งของวาฬแบบสุ่มตามสมการต่อไปนี้ 
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 ส่่วน 

หลักการหาอาหารของวาฬมาใช้ในการสร้างแบบจำลองทางคณิตศาสตร์เพื่อหาค่าเหมาะที่สุด มีข้อกำหนดเบื้องต้นดังนี้  

คือจำนวนวาฬและ  คือจำนวนพารามิเตอร์ ตำแหน่งของวาฬแต่ตัวจะแสดงเป็น  ใน

ระหว่างกระบวนการการหาค่าเหมาะที่สุด วาฬจะดำเนินการเคลื่อนไหว 3 ประเภท ซึ่งในแต่ละเวลา วาฬจะปรับตำแหน่ง

ตนเองโดยดำเนินการอย่างใดอย่างหนึ่งใน 3 การกระทำเหล่านี้ 

2.1.1 ล้อมรอบเหยื่อ (Encircling Prey) 

วาฬหลังค่อมทราบตำแหน่งของเหยื่อและล้อมพวกมันไว้ โดยกำหนดว่าคำตอบที่ดีที่สุด เป็นตำแหน่งของเหยื่อที่เป็น

เป้าหมายหรือจุดที่ใกล้เคียงกับค่าเหมาะที่สุดจากนั้นตัวแทนของคำตอบอื่น ๆ จะปรับปรุงตำแหน่งของตัวเองโดยอ้างอิงกับ

ตำแหน่งของเหยื่อ เปรียบได้กับวาฬหลังค่อมที่พุ่งเข้าไปล้อมเหยื่อ ซึ่งพฤติกรรมดังกล่าว ดังสมการที่ (1)  

   (1) 

โดยที่ เป็นเวกเตอร์ตำแหน่งใหม่ของวาฬ เมื่อ  คือเวกเตอร์ตำแหน่งที่ดีที่สุดที่วาฬพบจนถึงขณะนี้  และ 

 คือเวกเตอร์สัมประสิทธิ์แอมพลิจูด และ  คือเวกเตอร์ที่สร้างขึ้นแบบสุ่ม การเคลื่อนไหวนี้ช่วยให้วาฬสำรวจพื้นที่ค้นหา

ได้อย่างมีประสิทธิภาพและไปสู่ผลลัพธ์ที่น่าพอใจขึ้นในเวลาถัดไป  เวกเตอร์  และ  คำนวณดังนี้ 

 
  ที่   

โดยที่  คือสัมประสิทธิ์แอมพลิจูดที่ลดลงเชิงเส้นจาก 2 เป็น 0 ตลอดระยะเวลาของการทำซ้ำ เป็นการควบคุมการเคลื่อนที่

ของวาฬในระยะการสำรวจ (Exploration Phase) ในช่วงเริ่มต้นของกระบวนการค้นหา  จะมีค่าสูง ซึ่งช่วยให้วาฬสามารถ

สำรวจพื้นที่ค้นหาได้อย่างกว้างขวาง เมื่อกระบวนการค้นหาดำเนินไป  จะลดลง ซึ่งช่วยให้วาฬมุ่งเน้นไปที่พื้นที่ที่มีแนวโน้ม

ว่าจะมีผลลัพธ์ที่ดี ส่วน  คือเวกเตอร์แบบสุ่มใน [0, 1] ที่ใช้ในการกำหนดทิศทางการเคลื่อนที่ของวาฬในระยะการสำรวจ 

การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทางของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  ส่วน  คือเวกเตอร์สัมประสิทธิ์ที่ใช้

ในการควบคุมการเคลื่อนที่ของวาฬในระยะการใช้ประโยชน์ (Exploitation Phase) การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทาง

ของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  

2.1.2 การโจมตีด้วยฟองอากาศแบบเกลียว (Bubble-net Attacking) 

การโจมตีด้วยฟองอากาศแบบเกลียวเกิดขึ้นเมื่อวาฬหลังค่อมโอบล้อมเหยื่อไว้ภายในวงกลมที่หดตัวหรือเคลื่อนที่ตาม

เส้นทางรูปเกลียว วาฬหลังค่อมจะแสดงพฤติกรรมการว่ายน้ำรอบเหยื่อโดยค่อยๆ บีบวงล้อมรอบเหยื่อหรือการโจมตีด้วย

ฟองอากาศแบบเกลียวเข้าไปอย่างใดอย่างหนึ่ง ในการจำลองพฤติกรรมนี้ วิธี WOA จะกำหนดความน่าจะเป็นร้อยละ 50 
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และการโจมตีด้วยฟองอากาศแบบเกลียวดังสมการที่ (2) ดังนี้ 

 ถ้า , (2) 

โดยที่  คือค่าสุ่มใน [0, 1], และบ่งชี้ถึงระยะทางของวาฬตัวที่  ไปยังเหยื่อ (ผลลัพธ์ที่ดีที่สุดที่ได้มา

จนถึงขณะนี้)  เป็นค่าคงตัวสำหรับการกำหนดรูปร่างของเกลียวลอการิทึม และ  คือค่าสุ่มใน [-1, 1] นอกเหนือจาก

เทคนิคการโจมตีด้วยฟองอากาศแบบเกลียวแล้ว วาฬหลังค่อมยังดำเนินการค้นหาเหยื่อแบบสุ่มอีกด้วย แบบจำลองทาง

คณิตศาสตร์สำหรับกระบวนการค้นหาดังหัวข้อต่อไป 

2.1.3 การค้นหาเหยื่อ (Search for Prey)  

กลไกการสำรวจนี้ช่วยใหว้าฬสามารถเข้าสู่พื้นที่ต่างๆ ของพื้นที่ค้นหา เพิ่มโอกาสในการค้นพบผลลัพธ์ที่ดีกวา่ แบบจำลอง
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คือจำนวนวาฬและ  คือจำนวนพารามิเตอร์ ตำแหน่งของวาฬแต่ตัวจะแสดงเป็น  ใน

ระหว่างกระบวนการการหาค่าเหมาะที่สุด วาฬจะดำเนินการเคลื่อนไหว 3 ประเภท ซึ่งในแต่ละเวลา วาฬจะปรับตำแหน่ง

ตนเองโดยดำเนินการอย่างใดอย่างหนึ่งใน 3 การกระทำเหล่านี้ 
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โดยที่ เป็นเวกเตอร์ตำแหน่งใหม่ของวาฬ เมื่อ  คือเวกเตอร์ตำแหน่งที่ดีที่สุดที่วาฬพบจนถึงขณะนี้  และ 
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ได้อย่างมีประสิทธิภาพและไปสู่ผลลัพธ์ที่น่าพอใจขึ้นในเวลาถัดไป  เวกเตอร์  และ  คำนวณดังนี้ 
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คณิตศาสตร์สำหรับกระบวนการค้นหาดังหัวข้อต่อไป 

2.1.3 การค้นหาเหยื่อ (Search for Prey)  

กลไกการสำรวจนี้ช่วยใหว้าฬสามารถเข้าสู่พื้นที่ต่างๆ ของพื้นที่ค้นหา เพิ่มโอกาสในการค้นพบผลลัพธ์ที่ดีกวา่ แบบจำลอง

ทางคณิตศาสตร์สำหรับระยะการสำรวจเกี่ยวข้องกับการปรับปรุงตำแหน่งของวาฬแบบสุ่มตามสมการต่อไปนี้ 
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และสััมประสิิทธิ์์�แอมพลิิจููด 

หลักการหาอาหารของวาฬมาใช้ในการสร้างแบบจำลองทางคณิตศาสตร์เพื่อหาค่าเหมาะที่สุด มีข้อกำหนดเบื้องต้นดังนี้  

คือจำนวนวาฬและ  คือจำนวนพารามิเตอร์ ตำแหน่งของวาฬแต่ตัวจะแสดงเป็น  ใน

ระหว่างกระบวนการการหาค่าเหมาะที่สุด วาฬจะดำเนินการเคลื่อนไหว 3 ประเภท ซึ่งในแต่ละเวลา วาฬจะปรับตำแหน่ง

ตนเองโดยดำเนินการอย่างใดอย่างหนึ่งใน 3 การกระทำเหล่านี้ 

2.1.1 ล้อมรอบเหยื่อ (Encircling Prey) 

วาฬหลังค่อมทราบตำแหน่งของเหยื่อและล้อมพวกมันไว้ โดยกำหนดว่าคำตอบที่ดีที่สุด เป็นตำแหน่งของเหยื่อที่เป็น

เป้าหมายหรือจุดที่ใกล้เคียงกับค่าเหมาะที่สุดจากนั้นตัวแทนของคำตอบอื่น ๆ จะปรับปรุงตำแหน่งของตัวเองโดยอ้างอิงกับ

ตำแหน่งของเหยื่อ เปรียบได้กับวาฬหลังค่อมที่พุ่งเข้าไปล้อมเหยื่อ ซึ่งพฤติกรรมดังกล่าว ดังสมการที่ (1)  

   (1) 

โดยที่ เป็นเวกเตอร์ตำแหน่งใหม่ของวาฬ เมื่อ  คือเวกเตอร์ตำแหน่งที่ดีที่สุดที่วาฬพบจนถึงขณะนี้  และ 

 คือเวกเตอร์สัมประสิทธิ์แอมพลิจูด และ  คือเวกเตอร์ที่สร้างขึ้นแบบสุ่ม การเคลื่อนไหวนี้ช่วยให้วาฬสำรวจพื้นที่ค้นหา

ได้อย่างมีประสิทธิภาพและไปสู่ผลลัพธ์ที่น่าพอใจขึ้นในเวลาถัดไป  เวกเตอร์  และ  คำนวณดังนี้ 

 
  ที่   

โดยที่  คือสัมประสิทธิ์แอมพลิจูดที่ลดลงเชิงเส้นจาก 2 เป็น 0 ตลอดระยะเวลาของการทำซ้ำ เป็นการควบคุมการเคลื่อนที่

ของวาฬในระยะการสำรวจ (Exploration Phase) ในช่วงเริ่มต้นของกระบวนการค้นหา  จะมีค่าสูง ซึ่งช่วยให้วาฬสามารถ

สำรวจพื้นที่ค้นหาได้อย่างกว้างขวาง เมื่อกระบวนการค้นหาดำเนินไป  จะลดลง ซึ่งช่วยให้วาฬมุ่งเน้นไปที่พื้นที่ที่มีแนวโน้ม

ว่าจะมีผลลัพธ์ที่ดี ส่วน  คือเวกเตอร์แบบสุ่มใน [0, 1] ที่ใช้ในการกำหนดทิศทางการเคลื่อนที่ของวาฬในระยะการสำรวจ 

การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทางของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  ส่วน  คือเวกเตอร์สัมประสิทธิ์ที่ใช้

ในการควบคุมการเคลื่อนที่ของวาฬในระยะการใช้ประโยชน์ (Exploitation Phase) การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทาง

ของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  

2.1.2 การโจมตีด้วยฟองอากาศแบบเกลียว (Bubble-net Attacking) 

การโจมตีด้วยฟองอากาศแบบเกลียวเกิดขึ้นเมื่อวาฬหลังค่อมโอบล้อมเหยื่อไว้ภายในวงกลมที่หดตัวหรือเคลื่อนที่ตาม

เส้นทางรูปเกลียว วาฬหลังค่อมจะแสดงพฤติกรรมการว่ายน้ำรอบเหยื่อโดยค่อยๆ บีบวงล้อมรอบเหยื่อหรือการโจมตีด้วย

ฟองอากาศแบบเกลียวเข้าไปอย่างใดอย่างหนึ่ง ในการจำลองพฤติกรรมนี้ วิธี WOA จะกำหนดความน่าจะเป็นร้อยละ 50 

ระหว่างการเกิดพฤติกรรมการบีบวงล้อมรอบเหยื่อดังสมการที่ (1)  

 ถ้า ,  

และการโจมตีด้วยฟองอากาศแบบเกลียวดังสมการที่ (2) ดังนี้ 

 ถ้า , (2) 

โดยที่  คือค่าสุ่มใน [0, 1], และบ่งชี้ถึงระยะทางของวาฬตัวที่  ไปยังเหยื่อ (ผลลัพธ์ที่ดีที่สุดที่ได้มา

จนถึงขณะนี้)  เป็นค่าคงตัวสำหรับการกำหนดรูปร่างของเกลียวลอการิทึม และ  คือค่าสุ่มใน [-1, 1] นอกเหนือจาก

เทคนิคการโจมตีด้วยฟองอากาศแบบเกลียวแล้ว วาฬหลังค่อมยังดำเนินการค้นหาเหยื่อแบบสุ่มอีกด้วย แบบจำลองทาง

คณิตศาสตร์สำหรับกระบวนการค้นหาดังหัวข้อต่อไป 

2.1.3 การค้นหาเหยื่อ (Search for Prey)  

กลไกการสำรวจนี้ช่วยใหว้าฬสามารถเข้าสู่พื้นที่ต่างๆ ของพื้นที่ค้นหา เพิ่มโอกาสในการค้นพบผลลัพธ์ที่ดีกวา่ แบบจำลอง

ทางคณิตศาสตร์สำหรับระยะการสำรวจเกี่ยวข้องกับการปรับปรุงตำแหน่งของวาฬแบบสุ่มตามสมการต่อไปนี้ 
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2.1.2 การโจมตีด้วยฟองอากาศแบบเกลียว 

(Bubble-net Attacking)

การโจมตีีด้ว้ยฟองอากาศแบบเกลีียวเกิิดขึ้้�นเมื่่�อ

วาฬหลัังค่่อมโอบล้้อมเหยื่่�อไว้้ภายในวงกลมที่่�หดตััว

หรืือเคลื่่�อนที่่�ตามเส้้นทางรููปเกลีียว วาฬหลัังค่่อม

จะแสดงพฤติิกรรมการว่่ายน้้ำรอบเหยื่่�อโดยค่่อยๆ 

บีีบวงล้้อมรอบเหยื่่�อหรืือการโจมตีีด้้วยฟองอากาศ

แบบเกลีียวเข้้าไปอย่่างใดอย่่างหนึ่่�ง ในการจำลอง

พฤติิกรรมนี้้� วิ ธีี WOA จะกำหนดความน่่าจะเป็็น

ร้อ้ยละ 50 ระหว่า่งการเกิดิพฤติกิรรมการบีบีวงล้อ้มรอบ

เหยื่่�อดัังสมการที่่� (1) 

หลักการหาอาหารของวาฬมาใช้ในการสร้างแบบจำลองทางคณิตศาสตร์เพื่อหาค่าเหมาะที่สุด มีข้อกำหนดเบื้องต้นดังนี้  

คือจำนวนวาฬและ  คือจำนวนพารามิเตอร์ ตำแหน่งของวาฬแต่ตัวจะแสดงเป็น  ใน

ระหว่างกระบวนการการหาค่าเหมาะที่สุด วาฬจะดำเนินการเคลื่อนไหว 3 ประเภท ซึ่งในแต่ละเวลา วาฬจะปรับตำแหน่ง

ตนเองโดยดำเนินการอย่างใดอย่างหนึ่งใน 3 การกระทำเหล่านี้ 

2.1.1 ล้อมรอบเหยื่อ (Encircling Prey) 

วาฬหลังค่อมทราบตำแหน่งของเหยื่อและล้อมพวกมันไว้ โดยกำหนดว่าคำตอบที่ดีที่สุด เป็นตำแหน่งของเหยื่อที่เป็น

เป้าหมายหรือจุดที่ใกล้เคียงกับค่าเหมาะที่สุดจากนั้นตัวแทนของคำตอบอื่น ๆ จะปรับปรุงตำแหน่งของตัวเองโดยอ้างอิงกับ

ตำแหน่งของเหยื่อ เปรียบได้กับวาฬหลังค่อมที่พุ่งเข้าไปล้อมเหยื่อ ซึ่งพฤติกรรมดังกล่าว ดังสมการที่ (1)  

   (1) 

โดยที่ เป็นเวกเตอร์ตำแหน่งใหม่ของวาฬ เมื่อ  คือเวกเตอร์ตำแหน่งที่ดีที่สุดที่วาฬพบจนถึงขณะนี้  และ 

 คือเวกเตอร์สัมประสิทธิ์แอมพลิจูด และ  คือเวกเตอร์ที่สร้างขึ้นแบบสุ่ม การเคลื่อนไหวนี้ช่วยให้วาฬสำรวจพื้นที่ค้นหา

ได้อย่างมีประสิทธิภาพและไปสู่ผลลัพธ์ที่น่าพอใจขึ้นในเวลาถัดไป  เวกเตอร์  และ  คำนวณดังนี้ 

 
  ที่   

โดยที่  คือสัมประสิทธิ์แอมพลิจูดที่ลดลงเชิงเส้นจาก 2 เป็น 0 ตลอดระยะเวลาของการทำซ้ำ เป็นการควบคุมการเคลื่อนที่

ของวาฬในระยะการสำรวจ (Exploration Phase) ในช่วงเริ่มต้นของกระบวนการค้นหา  จะมีค่าสูง ซึ่งช่วยให้วาฬสามารถ

สำรวจพื้นที่ค้นหาได้อย่างกว้างขวาง เมื่อกระบวนการค้นหาดำเนินไป  จะลดลง ซึ่งช่วยให้วาฬมุ่งเน้นไปที่พื้นที่ที่มีแนวโน้ม

ว่าจะมีผลลัพธ์ที่ดี ส่วน  คือเวกเตอร์แบบสุ่มใน [0, 1] ที่ใช้ในการกำหนดทิศทางการเคลื่อนที่ของวาฬในระยะการสำรวจ 

การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทางของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  ส่วน  คือเวกเตอร์สัมประสิทธิ์ที่ใช้

ในการควบคุมการเคลื่อนที่ของวาฬในระยะการใช้ประโยชน์ (Exploitation Phase) การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทาง

ของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  

2.1.2 การโจมตีด้วยฟองอากาศแบบเกลียว (Bubble-net Attacking) 

การโจมตีด้วยฟองอากาศแบบเกลียวเกิดขึ้นเมื่อวาฬหลังค่อมโอบล้อมเหยื่อไว้ภายในวงกลมที่หดตัวหรือเคลื่อนที่ตาม

เส้นทางรูปเกลียว วาฬหลังค่อมจะแสดงพฤติกรรมการว่ายน้ำรอบเหยื่อโดยค่อยๆ บีบวงล้อมรอบเหยื่อหรือการโจมตีด้วย

ฟองอากาศแบบเกลียวเข้าไปอย่างใดอย่างหนึ่ง ในการจำลองพฤติกรรมนี้ วิธี WOA จะกำหนดความน่าจะเป็นร้อยละ 50 

ระหว่างการเกิดพฤติกรรมการบีบวงล้อมรอบเหยื่อดังสมการที่ (1)  

 ถ้า ,  

และการโจมตีด้วยฟองอากาศแบบเกลียวดังสมการที่ (2) ดังนี้ 

 ถ้า , (2) 

โดยที่  คือค่าสุ่มใน [0, 1], และบ่งชี้ถึงระยะทางของวาฬตัวที่  ไปยังเหยื่อ (ผลลัพธ์ที่ดีที่สุดที่ได้มา

จนถึงขณะนี้)  เป็นค่าคงตัวสำหรับการกำหนดรูปร่างของเกลียวลอการิทึม และ  คือค่าสุ่มใน [-1, 1] นอกเหนือจาก

เทคนิคการโจมตีด้วยฟองอากาศแบบเกลียวแล้ว วาฬหลังค่อมยังดำเนินการค้นหาเหยื่อแบบสุ่มอีกด้วย แบบจำลองทาง

คณิตศาสตร์สำหรับกระบวนการค้นหาดังหัวข้อต่อไป 

2.1.3 การค้นหาเหยื่อ (Search for Prey)  

กลไกการสำรวจนี้ช่วยใหว้าฬสามารถเข้าสู่พื้นที่ต่างๆ ของพื้นที่ค้นหา เพิ่มโอกาสในการค้นพบผลลัพธ์ที่ดีกวา่ แบบจำลอง

ทางคณิตศาสตร์สำหรับระยะการสำรวจเกี่ยวข้องกับการปรับปรุงตำแหน่งของวาฬแบบสุ่มตามสมการต่อไปนี้ 
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 ถ้้า 

หลักการหาอาหารของวาฬมาใช้ในการสร้างแบบจำลองทางคณิตศาสตร์เพื่อหาค่าเหมาะที่สุด มีข้อกำหนดเบื้องต้นดังนี้  

คือจำนวนวาฬและ  คือจำนวนพารามิเตอร์ ตำแหน่งของวาฬแต่ตัวจะแสดงเป็น  ใน

ระหว่างกระบวนการการหาค่าเหมาะที่สุด วาฬจะดำเนินการเคลื่อนไหว 3 ประเภท ซึ่งในแต่ละเวลา วาฬจะปรับตำแหน่ง

ตนเองโดยดำเนินการอย่างใดอย่างหนึ่งใน 3 การกระทำเหล่านี้ 

2.1.1 ล้อมรอบเหยื่อ (Encircling Prey) 

วาฬหลังค่อมทราบตำแหน่งของเหยื่อและล้อมพวกมันไว้ โดยกำหนดว่าคำตอบที่ดีที่สุด เป็นตำแหน่งของเหยื่อที่เป็น

เป้าหมายหรือจุดที่ใกล้เคียงกับค่าเหมาะที่สุดจากนั้นตัวแทนของคำตอบอื่น ๆ จะปรับปรุงตำแหน่งของตัวเองโดยอ้างอิงกับ

ตำแหน่งของเหยื่อ เปรียบได้กับวาฬหลังค่อมที่พุ่งเข้าไปล้อมเหยื่อ ซึ่งพฤติกรรมดังกล่าว ดังสมการที่ (1)  

   (1) 

โดยที่ เป็นเวกเตอร์ตำแหน่งใหม่ของวาฬ เมื่อ  คือเวกเตอร์ตำแหน่งที่ดีที่สุดที่วาฬพบจนถึงขณะนี้  และ 
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ได้อย่างมีประสิทธิภาพและไปสู่ผลลัพธ์ที่น่าพอใจขึ้นในเวลาถัดไป  เวกเตอร์  และ  คำนวณดังนี้ 
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ฟองอากาศแบบเกลียวเข้าไปอย่างใดอย่างหนึ่ง ในการจำลองพฤติกรรมนี้ วิธี WOA จะกำหนดความน่าจะเป็นร้อยละ 50 
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คณิตศาสตร์สำหรับกระบวนการค้นหาดังหัวข้อต่อไป 
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ของวาฬในระยะการสำรวจ (Exploration Phase) ในช่วงเริ่มต้นของกระบวนการค้นหา  จะมีค่าสูง ซึ่งช่วยให้วาฬสามารถ

สำรวจพื้นที่ค้นหาได้อย่างกว้างขวาง เมื่อกระบวนการค้นหาดำเนินไป  จะลดลง ซึ่งช่วยให้วาฬมุ่งเน้นไปที่พื้นที่ที่มีแนวโน้ม

ว่าจะมีผลลัพธ์ที่ดี ส่วน  คือเวกเตอร์แบบสุ่มใน [0, 1] ที่ใช้ในการกำหนดทิศทางการเคลื่อนที่ของวาฬในระยะการสำรวจ 

การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทางของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  ส่วน  คือเวกเตอร์สัมประสิทธิ์ที่ใช้

ในการควบคุมการเคลื่อนที่ของวาฬในระยะการใช้ประโยชน์ (Exploitation Phase) การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทาง

ของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  

2.1.2 การโจมตีด้วยฟองอากาศแบบเกลียว (Bubble-net Attacking) 

การโจมตีด้วยฟองอากาศแบบเกลียวเกิดขึ้นเมื่อวาฬหลังค่อมโอบล้อมเหยื่อไว้ภายในวงกลมที่หดตัวหรือเคลื่อนที่ตาม

เส้นทางรูปเกลียว วาฬหลังค่อมจะแสดงพฤติกรรมการว่ายน้ำรอบเหยื่อโดยค่อยๆ บีบวงล้อมรอบเหยื่อหรือการโจมตีด้วย

ฟองอากาศแบบเกลียวเข้าไปอย่างใดอย่างหนึ่ง ในการจำลองพฤติกรรมนี้ วิธี WOA จะกำหนดความน่าจะเป็นร้อยละ 50 

ระหว่างการเกิดพฤติกรรมการบีบวงล้อมรอบเหยื่อดังสมการที่ (1)  

 ถ้า ,  

และการโจมตีด้วยฟองอากาศแบบเกลียวดังสมการที่ (2) ดังนี้ 

 ถ้า , (2) 

โดยที่  คือค่าสุ่มใน [0, 1], และบ่งชี้ถึงระยะทางของวาฬตัวที่  ไปยังเหยื่อ (ผลลัพธ์ที่ดีที่สุดที่ได้มา

จนถึงขณะนี้)  เป็นค่าคงตัวสำหรับการกำหนดรูปร่างของเกลียวลอการิทึม และ  คือค่าสุ่มใน [-1, 1] นอกเหนือจาก

เทคนิคการโจมตีด้วยฟองอากาศแบบเกลียวแล้ว วาฬหลังค่อมยังดำเนินการค้นหาเหยื่อแบบสุ่มอีกด้วย แบบจำลองทาง

คณิตศาสตร์สำหรับกระบวนการค้นหาดังหัวข้อต่อไป 

2.1.3 การค้นหาเหยื่อ (Search for Prey)  

กลไกการสำรวจนี้ช่วยใหว้าฬสามารถเข้าสู่พื้นที่ต่างๆ ของพื้นที่ค้นหา เพิ่มโอกาสในการค้นพบผลลัพธ์ที่ดีกวา่ แบบจำลอง

ทางคณิตศาสตร์สำหรับระยะการสำรวจเกี่ยวข้องกับการปรับปรุงตำแหน่งของวาฬแบบสุ่มตามสมการต่อไปนี้ 
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โดยที่่� p คืือ ค่่าสุ่่�มใน [0, 1], 

หลักการหาอาหารของวาฬมาใช้ในการสร้างแบบจำลองทางคณิตศาสตร์เพื่อหาค่าเหมาะที่สุด มีข้อกำหนดเบื้องต้นดังนี้  

คือจำนวนวาฬและ  คือจำนวนพารามิเตอร์ ตำแหน่งของวาฬแต่ตัวจะแสดงเป็น  ใน

ระหว่างกระบวนการการหาค่าเหมาะที่สุด วาฬจะดำเนินการเคลื่อนไหว 3 ประเภท ซึ่งในแต่ละเวลา วาฬจะปรับตำแหน่ง

ตนเองโดยดำเนินการอย่างใดอย่างหนึ่งใน 3 การกระทำเหล่านี้ 

2.1.1 ล้อมรอบเหยื่อ (Encircling Prey) 

วาฬหลังค่อมทราบตำแหน่งของเหยื่อและล้อมพวกมันไว้ โดยกำหนดว่าคำตอบที่ดีที่สุด เป็นตำแหน่งของเหยื่อที่เป็น

เป้าหมายหรือจุดที่ใกล้เคียงกับค่าเหมาะที่สุดจากนั้นตัวแทนของคำตอบอื่น ๆ จะปรับปรุงตำแหน่งของตัวเองโดยอ้างอิงกับ

ตำแหน่งของเหยื่อ เปรียบได้กับวาฬหลังค่อมที่พุ่งเข้าไปล้อมเหยื่อ ซึ่งพฤติกรรมดังกล่าว ดังสมการที่ (1)  

   (1) 

โดยที่ เป็นเวกเตอร์ตำแหน่งใหม่ของวาฬ เมื่อ  คือเวกเตอร์ตำแหน่งที่ดีที่สุดที่วาฬพบจนถึงขณะนี้  และ 

 คือเวกเตอร์สัมประสิทธิ์แอมพลิจูด และ  คือเวกเตอร์ที่สร้างขึ้นแบบสุ่ม การเคลื่อนไหวนี้ช่วยให้วาฬสำรวจพื้นที่ค้นหา

ได้อย่างมีประสิทธิภาพและไปสู่ผลลัพธ์ที่น่าพอใจขึ้นในเวลาถัดไป  เวกเตอร์  และ  คำนวณดังนี้ 

 
  ที่   

โดยที่  คือสัมประสิทธิ์แอมพลิจูดที่ลดลงเชิงเส้นจาก 2 เป็น 0 ตลอดระยะเวลาของการทำซ้ำ เป็นการควบคุมการเคลื่อนที่

ของวาฬในระยะการสำรวจ (Exploration Phase) ในช่วงเริ่มต้นของกระบวนการค้นหา  จะมีค่าสูง ซึ่งช่วยให้วาฬสามารถ

สำรวจพื้นที่ค้นหาได้อย่างกว้างขวาง เมื่อกระบวนการค้นหาดำเนินไป  จะลดลง ซึ่งช่วยให้วาฬมุ่งเน้นไปที่พื้นที่ที่มีแนวโน้ม

ว่าจะมีผลลัพธ์ที่ดี ส่วน  คือเวกเตอร์แบบสุ่มใน [0, 1] ที่ใช้ในการกำหนดทิศทางการเคลื่อนที่ของวาฬในระยะการสำรวจ 

การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทางของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  ส่วน  คือเวกเตอร์สัมประสิทธิ์ที่ใช้

ในการควบคุมการเคลื่อนที่ของวาฬในระยะการใช้ประโยชน์ (Exploitation Phase) การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทาง

ของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  

2.1.2 การโจมตีด้วยฟองอากาศแบบเกลียว (Bubble-net Attacking) 

การโจมตีด้วยฟองอากาศแบบเกลียวเกิดขึ้นเมื่อวาฬหลังค่อมโอบล้อมเหยื่อไว้ภายในวงกลมที่หดตัวหรือเคลื่อนที่ตาม

เส้นทางรูปเกลียว วาฬหลังค่อมจะแสดงพฤติกรรมการว่ายน้ำรอบเหยื่อโดยค่อยๆ บีบวงล้อมรอบเหยื่อหรือการโจมตีด้วย

ฟองอากาศแบบเกลียวเข้าไปอย่างใดอย่างหนึ่ง ในการจำลองพฤติกรรมนี้ วิธี WOA จะกำหนดความน่าจะเป็นร้อยละ 50 

ระหว่างการเกิดพฤติกรรมการบีบวงล้อมรอบเหยื่อดังสมการที่ (1)  

 ถ้า ,  

และการโจมตีด้วยฟองอากาศแบบเกลียวดังสมการที่ (2) ดังนี้ 

 ถ้า , (2) 

โดยที่  คือค่าสุ่มใน [0, 1], และบ่งชี้ถึงระยะทางของวาฬตัวที่  ไปยังเหยื่อ (ผลลัพธ์ที่ดีที่สุดที่ได้มา

จนถึงขณะนี้)  เป็นค่าคงตัวสำหรับการกำหนดรูปร่างของเกลียวลอการิทึม และ  คือค่าสุ่มใน [-1, 1] นอกเหนือจาก

เทคนิคการโจมตีด้วยฟองอากาศแบบเกลียวแล้ว วาฬหลังค่อมยังดำเนินการค้นหาเหยื่อแบบสุ่มอีกด้วย แบบจำลองทาง

คณิตศาสตร์สำหรับกระบวนการค้นหาดังหัวข้อต่อไป 

2.1.3 การค้นหาเหยื่อ (Search for Prey)  

กลไกการสำรวจนี้ช่วยใหว้าฬสามารถเข้าสู่พื้นที่ต่างๆ ของพื้นที่ค้นหา เพิ่มโอกาสในการค้นพบผลลัพธ์ที่ดีกวา่ แบบจำลอง

ทางคณิตศาสตร์สำหรับระยะการสำรวจเกี่ยวข้องกับการปรับปรุงตำแหน่งของวาฬแบบสุ่มตามสมการต่อไปนี้ 
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และบ่่งชี้้�ถึึงระยะทางของวาฬตััวที่่�   ith ไปยัังเหยื่่�อ 

(ผลลััพธ์์ที่่�ดีที่่�สุดที่่�ได้้มาจนถึึงขณะนี้้�) b เป็็นค่่าคงตััว

สำหรัับการกำหนดรููปร่่างของเกลีียวลอการิิทึึม และ l 

คืือ ค่ ่าสุ่่�มใน [-1, 1] นอกเหนืือจากเทคนิิคการโจมตีี

ด้้ วยฟองอากาศแบบเกลีียวแล้้ว  วาฬหลััง ค่่อม

ยัังดำเนิินการค้้นหาเหยื่่�อแบบสุ่่�มอีีกด้้วย แบบจำลอง

ทางคณิิตศาสตร์์สำหรัับกระบวนการค้้นหาดัังหััวข้้อ

ต่่อไป

2.1.3 การค้นหาเหยื่อ (Search for Prey) 

กลไกการสำรวจนี้้�ช่วยให้้วาฬสามารถเข้้าสู่่�

พื้้�นที่่�ต่างๆ ของพื้้�นที่่�ค้นหา เพิ่่�มโอกาสในการค้้นพบ

ผลลััพธ์์ที่่�ดีีกว่่า แบบจำลองทางคณิิตศาสตร์์สำหรัับ

ระยะการสำรวจเกี่่�ยวข้้องกัับการปรัับปรุุงตำแหน่่ง

ของวาฬแบบสุ่่�มตามสมการต่่อไปนี้้�

หลักการหาอาหารของวาฬมาใช้ในการสร้างแบบจำลองทางคณิตศาสตร์เพื่อหาค่าเหมาะที่สุด มีข้อกำหนดเบื้องต้นดังนี้  

คือจำนวนวาฬและ  คือจำนวนพารามิเตอร์ ตำแหน่งของวาฬแต่ตัวจะแสดงเป็น  ใน

ระหว่างกระบวนการการหาค่าเหมาะที่สุด วาฬจะดำเนินการเคลื่อนไหว 3 ประเภท ซึ่งในแต่ละเวลา วาฬจะปรับตำแหน่ง

ตนเองโดยดำเนินการอย่างใดอย่างหนึ่งใน 3 การกระทำเหล่านี้ 

2.1.1 ล้อมรอบเหยื่อ (Encircling Prey) 

วาฬหลังค่อมทราบตำแหน่งของเหยื่อและล้อมพวกมันไว้ โดยกำหนดว่าคำตอบที่ดีที่สุด เป็นตำแหน่งของเหยื่อที่เป็น

เป้าหมายหรือจุดที่ใกล้เคียงกับค่าเหมาะที่สุดจากนั้นตัวแทนของคำตอบอื่น ๆ จะปรับปรุงตำแหน่งของตัวเองโดยอ้างอิงกับ

ตำแหน่งของเหยื่อ เปรียบได้กับวาฬหลังค่อมที่พุ่งเข้าไปล้อมเหยื่อ ซึ่งพฤติกรรมดังกล่าว ดังสมการที่ (1)  

   (1) 

โดยที่ เป็นเวกเตอร์ตำแหน่งใหม่ของวาฬ เมื่อ  คือเวกเตอร์ตำแหน่งที่ดีที่สุดที่วาฬพบจนถึงขณะนี้  และ 

 คือเวกเตอร์สัมประสิทธิ์แอมพลิจูด และ  คือเวกเตอร์ที่สร้างขึ้นแบบสุ่ม การเคลื่อนไหวนี้ช่วยให้วาฬสำรวจพื้นที่ค้นหา

ได้อย่างมีประสิทธิภาพและไปสู่ผลลัพธ์ที่น่าพอใจขึ้นในเวลาถัดไป  เวกเตอร์  และ  คำนวณดังนี้ 

 
  ที่   

โดยที่  คือสัมประสิทธิ์แอมพลิจูดที่ลดลงเชิงเส้นจาก 2 เป็น 0 ตลอดระยะเวลาของการทำซ้ำ เป็นการควบคุมการเคลื่อนที่

ของวาฬในระยะการสำรวจ (Exploration Phase) ในช่วงเริ่มต้นของกระบวนการค้นหา  จะมีค่าสูง ซึ่งช่วยให้วาฬสามารถ

สำรวจพื้นที่ค้นหาได้อย่างกว้างขวาง เมื่อกระบวนการค้นหาดำเนินไป  จะลดลง ซึ่งช่วยให้วาฬมุ่งเน้นไปที่พื้นที่ที่มีแนวโน้ม

ว่าจะมีผลลัพธ์ที่ดี ส่วน  คือเวกเตอร์แบบสุ่มใน [0, 1] ที่ใช้ในการกำหนดทิศทางการเคลื่อนที่ของวาฬในระยะการสำรวจ 

การเคลื่อนที่ของวาฬจะขึ้นอยู่กับทิศทางของเวกเตอร์  และสัมประสิทธิ์แอมพลิจูด  ส่วน  คือเวกเตอร์สัมประสิทธิ์ที่ใช้
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Figure 1	 Pseudo-code of WOA

2.2 การเตรีียมข้้อมููล

วััตถุุประสงค์์ของการวิิจััยครั้้�งนี้้�เพื่่�อนำเสนอ 

การผสานขั้้�นตอนวิิธีีการหาค่่าเหมาะที่่�สุดแบบวาฬกัับ

โฮลต์์-วิินเทอร์์ (Hybrid the Whale Optimization 

Algorithm with Holt-Winters: WOA-HW) และ

การแยกส่่วนประกอบ (Hybr id the Whale 

Optimization Algorithm with Decomposition: 

WOA-D) การเลืือกชุุดข้้อมููลที่่�นำมาศึึกษาควรเป็็น

ชุุดข้้อมููลที่่�มีส่่วนประกอบแนวโน้้มและฤดููกาล ดั งนั้้�น

ชุุดข้้อมููลสำหรัับการศึึกษานี้้�จึึงเป็็นข้้อมููลความเข้้มข้้น

ของ PM2.5 ในภาคเหนือืของประเทศไทย ที่่�โดยธรรมชาติิ

มีีลัักษณะที่่�มีีแนวโน้้มและฤดููกาล 

แหล่่งของข้้อมููลข้้อมููลความเข้้มข้้นของ PM2.5 

ได้้จากกรมควบคุุมมลพิิษ กระทรวงทรััพยากรธรรมชาติิ

และสิ่่�งแวดล้้อมแห่่งประเทศไทย [17] ข้ ้อมููลนี้้�สามารถ

เข้้าถึึงได้้จากเว็็บไซต์์อย่่างเป็็นทางการ Air4Thai ข้้อมููล

ความเข้ม้ข้น้ของ PM2.5 รายวันัที่่�รวบรวมจาก 8 จังัหวัดั

ในภาคเหนืือของประเทศไทย ได้้แก่่ เชีียงใหม่่ (CMI) 

ลำปาง (LPG) เชีียงราย (CRI) แม่่ฮ่่องสอน (MSN) 

น่า่น (NAN) ลำพูนู (LPN) แพร่่ (PRE) และพะเยา (PYO) 
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ตั้้�งแต่่วัันที่่�  1 มกราคม พ.ศ. 2562 ถึ ึง 30 มิ ิถุุนายน 

พ.ศ. 2566 โดยแต่่ละแห่่งมีีจำนวนข้้อมููล 1,642 วั ัน 

ทำความสะอาดชุุดข้้อมููลโดยปรัับค่่าสููญหายที่่�เกิิดขึ้้�น

ในบางวััน โดยการแก้้ไข (Interpolation) ด้้วยวิิธีีการหา

ค่่าเฉลี่่�ยอย่่างง่่าย (Simple Average) เป็็นการปรัับปรุุง

ค่่าสููญหาย โดยไม่่มีีผลกระทบต่่อค่่าเฉลี่่�ยรายวัันของ

ข้้อมููลก่่อนการปรัับ ซึ่่� งยัังคงแสดงให้้เห็็นถึึงลัักษณะ

ทางสถิิติิของชุุดข้้อมููลด้้วยค่่าเฉลี่่�ยรายวัันค่่าเดิิม 

หลังัจากนั้้�นข้อ้มูลูถูกูรวมเข้า้ด้ว้ยกันัเพื่่�อคำนวณค่า่เฉลี่่�ย

รายสััปดาห์์ของความเข้้มข้้น PM2.5 ส่ ่งผลให้้มีีข้้อมููล

ทั้้�งหมด 235 สััปดาห์์ 

สำหรัับวััตถุุประสงค์์ของการวิิจััยนี้้�แบ่่งออก

เป็็น 2 ประเด็็น คื ือ เปรีียบเทีียบวิิธีีการที่่�นำเสนอกัับ

วิิธีีการแบบคลาสสิิก(Classical: Classic) และศึึกษา

ตััวแบบที่่�ดีที่่�สุุดที่่�จะใช้้ในการพยากรณ์์ล่่วงหน้้า ดั งนั้้�น

ชุุดข้้อมููลแบ่่งออกเป็็นสองกลุ่่�มย่่อยที่่�แตกต่่างกััน 

กลุ่่�มย่่อยแรกกำหนดให้้เป็็นชุุดข้้อมููลฝึึกฝน (Train 

Dataset) ประกอบด้้วย 130 สั ัปดาห์์ เรีียกช่่วงนี้้�ว่่า 

ระยะข้้อมููลฝึึกฝน (Train Dataset Phase) และถููกใช้้

สำหรัับพััฒนาตััวแบบสำหรัับวิิธีีการพยากรณ์์ต่่างๆ

ที่่�กำลัังพิิจารณา และเป็็นช่่วงทดสอบตััวแบบที่่�นำเสนอ

เปรีียบเทีียบคู่่�กัับตััวแบบที่่�สร้้างขึ้้�นด้้วยวิิธีีแบบคลาสสิิก 

กลุ่่�มย่่อยที่่�สองที่่� เรีียกว่่าชุุดข้้อมููลทดสอบ (Test 

Dataset) ประกอบด้้วย 105 สัปดาห์์ เรียีกช่่วงนี้้�ว่า ระยะ

ข้้อมููลทดสอบ (Test Dataset Phase) โดยทุุกตััวแบบ

ที่่�สร้้างขึ้้�นในระยะข้้อมููลการฝึึกฝนจะนำมาพยากรณ์์

ระยะยาวจำนวน 105 สั ัปดาห์์หรืือจำนวน 2 ปี  โดยมีี

เป้้าหมายคืือ การพิิจารณาตััวแบบพยากรณ์์ระยะยาว

ที่่�มีคีวามคลาดเคลื่่�อนน้อ้ยที่่�สุดุ ซึ่่�งจะนำตัวัแบบนั้้�นใช้ใ้น

การพยากรณ์์ล่่วงหน้้าจากวัันสุุดท้้ายของชุุดข้้อมููล

ที่่�มีีออกไปอีีก 2 ปี ี คื ือ พยากรณ์์ล่่วงหน้้ารายสััปดาห์์

ตั้้�งแต่่ 1 กรกฎาคม พ.ศ. 2566 ถึ ง 30 มิ ถุุนายน 

พ.ศ. 2568 เพื่่�อเป็็นประโยชน์์สำหรัับการตััดสิินใจ

ทางนโยบายของรััฐบาลและผู้้�สนใจในการศึึกษา PM2.5 

ดัังนั้้�นชุุดข้้อมููลทดสอบที่่�กำหนดนี้้�จึงการออกแบบโดย

เจตนาให้้ครอบคลุุมระยะเวลาการพยากรณ์์ 2 ปี  

สอดคล้้องกัับการพยากรณ์์ล่่วงหน้้าระยะยาว

2.3 ตััวแบบพยากรณ์์

การกำหนดสััญลัักษณ์์ในการศึึกษานี้้�

ส่วนประกอบแนวโน้มและฤดูกาล ดังนั้นชุดข้อมูลสำหรับการศึกษานี้จึงเป็นข้อมูลความเข้มข้นของ PM2.5 ในภาคเหนือของ

ประเทศไทย ที่โดยธรรมชาติมีลักษณะที่มีแนวโน้มและฤดูกาล  

แหล่งของข้อมูลข้อมูลความเข้มข้นของ PM2.5 ได้จากกรมควบคุมมลพิษ กระทรวงทรัพยากรธรรมชาติและสิ่งแวดล้อม

แห่งประเทศไทย [17] ข้อมูลนี้สามารถเข้าถึงได้จากเว็บไซต์อย่างเป็นทางการ Air4Thai ข้อมูลความเข้มข้นของ PM2.5 ราย

วันที่รวบรวมจาก 8 จังหวัดในภาคเหนือของประเทศไทย ได้แก่ เชียงใหม่ (CMI) ลำปาง (LPG) เชียงราย (CRI) แม่ฮ่องสอน 

(MSN) น่าน (NAN) ลำพูน (LPN) แพร่ (PRE) และพะเยา (PYO) ตั้งแต่วันที่ 1 มกราคม พ.ศ. 2562 ถึง 30 มิถุนายน พ.ศ. 

2566 โดยแต่ละแห่งมีจำนวนข้อมูล 1,642 วัน ทำความสะอาดชุดข้อมูลโดยปรับค่าสูญหายที่เกิดขึ้นในบางวัน โดยการแก้ไข 

(Interpolation) ด้วยวิธีการหาค่าเฉลี่ยอย่างง่าย (Simple Average) เป็นการปรับปรุงค่าสูญหาย โดยไม่มีผลกระทบต่อ

ค่าเฉลี่ยรายวันของข้อมูลก่อนการปรับ ซึ่งยังคงแสดงให้เห็นถึงลักษณะทางสถิติของชุดข้อมูลด้วยค่าเฉลี่ยรายวันค่าเดิม 

หลังจากนั้นข้อมูลถูกรวมเข้าด้วยกันเพื่อคำนวณค่าเฉลี่ยรายสัปดาห์ของความเข้มข้น PM2.5 ส่งผลให้มีข้อมูลทั้งหมด 235 

สัปดาห์  

สำหรับวัตถุประสงค์ของการวิจัยนี้แบ่งออกเป็น 2 ประเด็น คือ เปรียบเทียบวิธีการที่นำเสนอกับวิธีการแบบคลาสสิก

(Classical: Classic) และศึกษาตัวแบบที่ดีที่สุดที่จะใช้ในการพยากรณ์ล่วงหน้า ดังนั้นชุดข้อมูลแบ่งออกเป็นสองกลุ่มย่อยที่

แตกต่างกัน กลุ่มย่อยแรกกำหนดให้เป็นชุดข้อมูลฝึกฝน (Train Dataset) ประกอบด้วย 130 สัปดาห์ เรียกช่วงนี้ว่า ระยะ

ข้อมูลฝึกฝน (Train Dataset Phase) และถูกใช้สำหรับพัฒนาตัวแบบสำหรับวิธีการพยากรณ์ต่างๆ ที่กำลังพิจารณา และเป็น

ช่วงทดสอบตัวแบบที่นำเสนอเปรียบเทียบคู่กับตัวแบบที่สร้างขึ้นด้วยวิธีแบบคลาสสิก กลุ่มย่อยที่สองที่เรียกว่าชุดข้อมูล

ทดสอบ (Test Dataset) ประกอบด้วย 105 สัปดาห์ เรียกช่วงนี้ว่า ระยะข้อมูลทดสอบ (Test Dataset Phase) โดยทุกตัว

แบบที่สร้างขึ้นในระยะข้อมูลการฝึกฝนจะนำมาพยากรณ์ระยะยาวจำนวน 105 สัปดาห์หรือจำนวน 2 ป ีโดยมีเป้าหมายคือ 

การพิจารณาตัวแบบพยากรณ์ระยะยาวที่มีความคลาดเคลื่อน ( ) น้อยที่สุด ซึ่งจะนำตัวแบบนั้นใช้ในการพยากรณ์

ล่วงหน้าจากวันสุดท้ายของชุดข้อมูลที่มีออกไปอีก 2 ปี คือพยากรณ์ล่วงหน้ารายสัปดาห์ตั้งแต่ 1 กรกฎาคม พ.ศ. 2566 ถึง 30 

มิถุนายน พ.ศ. 2568 เพื่อเป็นประโยชน์สำหรับการตัดสินใจทางนโยบายของรัฐบาลและผู้สนใจในการศึกษา PM2.5 ดังนั้นชุด

ข้อมูลทดสอบที่กำหนดนี้จึงการออกแบบโดยเจตนาให้ครอบคลุมระยะเวลาการพยากรณ์ 2 ปีสอดคล้องกับการพยากรณ์

ล่วงหน้าระยะยาว 

 

2.3 ตัวแบบพยากรณ์ 

การกำหนดสัญลักษณ์ในการศึกษานี้ 

 คือ ค่าข้อมูลจริง ณ เวลา  

 คือ ค่าพยากรณ์ ณ เวลา  

 คือ ความคลาดเคลื่อนที่มีการแจกแจงปรกติและเป็นอิสระกัน มีค่าเฉลี่ยเท่ากับศูนย์ และความแปรปรวนคงที่ทุกช่วงเวลา 

 คือ ช่วงเวลา มีค่าตั้งแต่ 1 ถึง  หรือ  หรือ  แล้วแต่กรณี 

กรณีอยู่ในระยะข้อมูลฝึกฝน  แทน จำนวนข้อมูลในอนุกรมเวลาชุดข้อมูลฝึกฝน  
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แหล่งของข้อมูลข้อมูลความเข้มข้นของ PM2.5 ได้จากกรมควบคุมมลพิษ กระทรวงทรัพยากรธรรมชาติและสิ่งแวดล้อม

แห่งประเทศไทย [17] ข้อมูลนี้สามารถเข้าถึงได้จากเว็บไซต์อย่างเป็นทางการ Air4Thai ข้อมูลความเข้มข้นของ PM2.5 ราย

วันที่รวบรวมจาก 8 จังหวัดในภาคเหนือของประเทศไทย ได้แก่ เชียงใหม่ (CMI) ลำปาง (LPG) เชียงราย (CRI) แม่ฮ่องสอน 

(MSN) น่าน (NAN) ลำพูน (LPN) แพร่ (PRE) และพะเยา (PYO) ตั้งแต่วันที่ 1 มกราคม พ.ศ. 2562 ถึง 30 มิถุนายน พ.ศ. 

2566 โดยแต่ละแห่งมีจำนวนข้อมูล 1,642 วัน ทำความสะอาดชุดข้อมูลโดยปรับค่าสูญหายที่เกิดขึ้นในบางวัน โดยการแก้ไข 

(Interpolation) ด้วยวิธีการหาค่าเฉลี่ยอย่างง่าย (Simple Average) เป็นการปรับปรุงค่าสูญหาย โดยไม่มีผลกระทบต่อ

ค่าเฉลี่ยรายวันของข้อมูลก่อนการปรับ ซึ่งยังคงแสดงให้เห็นถึงลักษณะทางสถิติของชุดข้อมูลด้วยค่าเฉลี่ยรายวันค่าเดิม 

หลังจากนั้นข้อมูลถูกรวมเข้าด้วยกันเพื่อคำนวณค่าเฉลี่ยรายสัปดาห์ของความเข้มข้น PM2.5 ส่งผลให้มีข้อมูลทั้งหมด 235 

สัปดาห์  

สำหรับวัตถุประสงค์ของการวิจัยนี้แบ่งออกเป็น 2 ประเด็น คือ เปรียบเทียบวิธีการที่นำเสนอกับวิธีการแบบคลาสสิก
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แหล่งของข้อมูลข้อมูลความเข้มข้นของ PM2.5 ได้จากกรมควบคุมมลพิษ กระทรวงทรัพยากรธรรมชาติและสิ่งแวดล้อม
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(MSN) น่าน (NAN) ลำพูน (LPN) แพร่ (PRE) และพะเยา (PYO) ตั้งแต่วันที่ 1 มกราคม พ.ศ. 2562 ถึง 30 มิถุนายน พ.ศ. 
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 คืือ ความคลาดเคลื่่�อนที่่�มีีการแจกแจงปรกติิ

และเป็็นอิิสระกััน มี ีค่่าเฉลี่่�ยเท่่ากัับศููนย์์ และความ

แปรปรวนคงที่่�ทุุกช่่วงเวลา

t	 คืือ ช่่วงเวลา มีีค่่าตั้้�งแต่่ 1 ถึึง n1 หรืือ n2 
หรืือ n แล้้วแต่่กรณีี

กรณีีอยู่่�ในระยะข้้อมููลฝึึกฝน n1 แทน จำนวน

ข้้อมููลในอนุุกรมเวลาชุุดข้้อมููลฝึึกฝน  (n1 = 130)
กรณีีอยู่่�ในระยะข้้อมููลทดสอบ n2  แทน จำนวน

ข้้อมููลในอนุุกรมเวลาชุุดข้้อมููลทดสอบ (n2 = 150)
กรณีีอยู่่� ในขั้้�นตอนการพยากรณ์์ล่่วงหน้้า

1 กรกฎาคม 2566 ถึ ง 30 มิ ถุุนายน 2568 n แทน 

จำนวนข้้อมููลทั้้�งหมด  (n = 235)
s	 คืือ คาบของฤดููกาลมีีค่่าเท่่ากัับ 52 (s = 52)
2.3.1 วธิแียกสว่นประกอบ (Decomposition 

Method)

วิิธีีที่่�แยกอนุุกรมเวลาออกเป็็นส่่วนประกอบ

ต่า่งๆ คือื แนวโน้ม้ (Trend) ฤดูกูาล (Seasonal) วัฏจักัร 

(Cycle) และส่่วนประกอบไม่่ปรกติิ (Irregular) โดย

ในการศึึกษานี้้� เลืือกศึึกษาส่่วนประกอบที่่�มีีผลต่่อ

การพยากรณ์์ 2 ส่่วนประกอบ คืือ แนวโน้้มและฤดููกาล

รููปแบบบวก

แนวโน้้มกำหนดให้้มีีตััวแบบแนวโน้้มเส้้นตรง 

(Linear Trend Model) 

ตััวแบบและตััวแบบพยากรณ์์แนวโน้้มเส้้นตรง

ดัังสมการ (4) และ (5) ตามลำดัับ ดัังนี้้�

		

วิธีที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่าง ๆ คือ แนวโน้ม (Trend) ฤดูกาล (Seasonal) วัฏจักร (Cycle) และ

ส่วนประกอบไม่ปรกติ (Irregular) โดยในการศึกษานี้เลือกศึกษาส่วนประกอบที่มีผลต่อการพยากรณ์ 2 ส่วนประกอบ คือ 

แนวโน้มและฤดูกาลรูปแบบบวก 

แนวโน้มกำหนดให้มีตัวแบบแนวโน้มเส้นตรง (Linear Trend Model)  

ตัวแบบและตัวแบบพยากรณ์แนวโน้มเส้นตรงดังสมการ (4) และ (5) ตามลำดับ ดังนี้ 

 (4) 

 (5) 

เมื่อพารามิเตอร์  แทนระดับของข้อมูล และความชัน ตามลำดับ ส่วน  และ  เป็นตัวประมาณของ  และ  

ตามลำดับ 

เมื่อนำส่วนประกอบของข้อมูลอนุกรมเวลามีแนวโน้มและฤดูกาลเข้าร่วมกันจะกำหนดให้เป็นวิธีแยกส่วนประกอบรูปแบบ

บวก (Additive Decomposition) ที่เหมาะกับอนุกรมเวลาที่มีความแปรผันตามฤดูกาลคงที่  

ตัวแบบแนวโน้มเส้นตรงฤดูกาลรปูแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (7) ตามลำดับ 

  (6) 

        (7) 

เมื่อพารามิเตอร์  แทนความแปรผันตามฤดูกาล ณ เวลา  และ  สำหรับ  เมื่อ  เป็นเวลาใน

ฤดูกาลที่  มีค่า  ส่วน  เป็นตัวประมาณของ  

ในการศึกษานี้การสร้างตัวแบบตามสมการที่ (7) จะดำเนินการตามขั้นตอนโดยจะเรียกว่า Classic-D [15, 16] เป็น

เทคนิคการพยากรณ์อนุกรมเวลาที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่างๆ ได้แก่ ส่วนประกอบแนวโน้ม และฤดูกาล 

ขั้นตอนทั่วไปที่เกี่ยวข้องในการพยากรณ์ Classic-D มีดังต่อไปนี้ 

ขั้นที่ 1 การเตรียมข้อมูล รวบรวมข้อมูลอนุกรมเวลาในอดีตที่ต้องการใช้ในการพยากรณ์ ตรวจสอบให้แน่ใจว่าข้อมูลอยู่ใน

รูปแบบที่เหมาะสมและครอบคลุมช่วงเวลาที่เพียงพอ 

ขั้นที่ 2 แสดงภาพอนุกรมเวลา สร้างกราฟข้อมูลอนุกรมเวลาเพื่อแสดงรูปแบบโดยรวม แนวโน้ม และความผันผวนตาม

ฤดูกาล ขั้นตอนนี้ช่วยในการเข้าใจลักษณะของข้อมูลและตัดสินใจเลือกตัวแบบที่เหมาะสมกับลักษณะของข้อมูล โดยอาจจะใช้

การทดสอบทางสถิติช่วยในการตัดสินใจ 

ขั้นที่ 3 กำหนดช่วงฤดูกาล ระบุความยาวของรอบฤดูกาลในข้อมูล อาจเป็นรายวัน รายสัปดาห์ รายเดือน หรือรูปแบบอื่นใด

ที่วนซ้ำในช่วงเวลาที่กำหนด 

ขั้นที่ 4 ขจัดแนวโน้มออกจากข้อมูล ลบส่วนประกอบแนวโน้มออกจากอนุกรมเวลาเพื่อให้เหลือเฉพาะส่วนประกอบฤดูกาล 

สามารถทำได้โดยใช้เทคนิคต่างๆ เช่น นำอนุกรมเวลาเดิมลบค่าเฉลี่ยเคลื่อนที่กลาง (สำหรับตัวแบบรูปแบบบวก) 

ขั้นที่ 5 ประมาณค่าส่วนประกอบฤดูกาล คำนวณส่วนประกอบฤดูกาลโดยนำผลจากขั้นที่ 4 หาค่าเฉลี่ยของค่าแต่ละฤดูกาล 

ปรับปรุงส่วนประกอบฤดูกาลโดยนำแต่ละค่าเฉลี่ยฤดูกาลลบค่าเฉลี่ยโดยรวมของดัชนีฤดูกาล (สำหรับตัวแบบรูปแบบบวก) 

ขั้นที่ 6 ลบส่วนประกอบฤดูกาลออก นำอนุกรมเวลาข้อมูลจริงลบผลจากขั้นที่ 5 (สำหรับตัวแบบรูปแบบบวก) เพื่อรับข้อมูล

อนุกรมเวลาที่ไม่มีฤดูกาล (การปรับการแปรผันตามฤดูกาล หรือ Adjustment of Seasonal Variation) 

ขั้นที่ 7 ประมาณค่าส่วนประกอบแนวโน้ม คำนวณส่วนประกอบแนวโน้มโดยการถดถอยเชิงเส้น (Linear Regression) จาก
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ขั้นที่ 8 สร้างตัวแบบการพยากรณ์ รวมส่วนประกอบแนวโน้มในขั้นที่ 7  และส่วนประกอบฤดูกาลขั้นที่ 5 (

) ที่คำนวณไวเ้พื่อตัวแบบการพยากรณ์แนวโน้มและฤดูกาลตามสมการที่ (7)  
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วิธีที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่าง ๆ คือ แนวโน้ม (Trend) ฤดูกาล (Seasonal) วัฏจักร (Cycle) และ

ส่วนประกอบไม่ปรกติ (Irregular) โดยในการศึกษานี้เลือกศึกษาส่วนประกอบที่มีผลต่อการพยากรณ์ 2 ส่วนประกอบ คือ 

แนวโน้มและฤดูกาลรูปแบบบวก 

แนวโน้มกำหนดให้มีตัวแบบแนวโน้มเส้นตรง (Linear Trend Model)  

ตัวแบบและตัวแบบพยากรณ์แนวโน้มเส้นตรงดังสมการ (4) และ (5) ตามลำดับ ดังนี้ 
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เมื่อนำส่วนประกอบของข้อมูลอนุกรมเวลามีแนวโน้มและฤดูกาลเข้าร่วมกันจะกำหนดให้เป็นวิธีแยกส่วนประกอบรูปแบบ

บวก (Additive Decomposition) ที่เหมาะกับอนุกรมเวลาที่มีความแปรผันตามฤดูกาลคงที่  
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ในการศึกษานี้การสร้างตัวแบบตามสมการที่ (7) จะดำเนินการตามขั้นตอนโดยจะเรียกว่า Classic-D [15, 16] เป็น
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อนุกรมเวลาที่ไม่มีฤดูกาล (การปรับการแปรผันตามฤดูกาล หรือ Adjustment of Seasonal Variation) 

ขั้นที่ 7 ประมาณค่าส่วนประกอบแนวโน้ม คำนวณส่วนประกอบแนวโน้มโดยการถดถอยเชิงเส้น (Linear Regression) จาก
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ขั้นที่ 8 สร้างตัวแบบการพยากรณ์ รวมส่วนประกอบแนวโน้มในขั้นที่ 7  และส่วนประกอบฤดูกาลขั้นที่ 5 (
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ปีที่ 32 ฉบับที่ 6 พฤศจิกายน-ธันวาคม 2567	 วารสารวิทยาศาสตร์และเทคโนโลยี

เมื่่�อพารามิิเตอร์์ 

วิธีที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่าง ๆ คือ แนวโน้ม (Trend) ฤดูกาล (Seasonal) วัฏจักร (Cycle) และ

ส่วนประกอบไม่ปรกติ (Irregular) โดยในการศึกษานี้เลือกศึกษาส่วนประกอบที่มีผลต่อการพยากรณ์ 2 ส่วนประกอบ คือ 

แนวโน้มและฤดูกาลรูปแบบบวก 

แนวโน้มกำหนดให้มีตัวแบบแนวโน้มเส้นตรง (Linear Trend Model)  

ตัวแบบและตัวแบบพยากรณ์แนวโน้มเส้นตรงดังสมการ (4) และ (5) ตามลำดับ ดังนี้ 

 (4) 

 (5) 

เมื่อพารามิเตอร์  แทนระดับของข้อมูล และความชัน ตามลำดับ ส่วน  และ  เป็นตัวประมาณของ  และ  

ตามลำดับ 

เมื่อนำส่วนประกอบของข้อมูลอนุกรมเวลามีแนวโน้มและฤดูกาลเข้าร่วมกันจะกำหนดให้เป็นวิธีแยกส่วนประกอบรูปแบบ

บวก (Additive Decomposition) ที่เหมาะกับอนุกรมเวลาที่มีความแปรผันตามฤดูกาลคงที่  

ตัวแบบแนวโน้มเส้นตรงฤดูกาลรปูแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (7) ตามลำดับ 

  (6) 

        (7) 

เมื่อพารามิเตอร ์  แทนความแปรผันตามฤดูกาล ณ เวลา  และ  สำหรับ  เมื่อ  เป็นเวลาใน

ฤดูกาลที่  มีค่า  ส่วน  เป็นตัวประมาณของ  

ในการศึกษานี้การสร้างตัวแบบตามสมการที่ (7) จะดำเนินการตามขั้นตอนโดยจะเรียกว่า Classic-D [15, 16] เป็น

เทคนิคการพยากรณ์อนุกรมเวลาที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่างๆ ได้แก่ ส่วนประกอบแนวโน้ม และฤดูกาล 

ขั้นตอนทั่วไปที่เกี่ยวข้องในการพยากรณ์ Classic-D มีดังต่อไปนี้ 

ขั้นที่ 1 การเตรียมข้อมูล รวบรวมข้อมูลอนุกรมเวลาในอดีตที่ต้องการใช้ในการพยากรณ์ ตรวจสอบให้แน่ใจว่าข้อมูลอยู่ใน

รูปแบบที่เหมาะสมและครอบคลุมช่วงเวลาที่เพียงพอ 

ขั้นที่ 2 แสดงภาพอนุกรมเวลา สร้างกราฟข้อมูลอนุกรมเวลาเพื่อแสดงรูปแบบโดยรวม แนวโน้ม และความผันผวนตาม

ฤดูกาล ขั้นตอนนี้ช่วยในการเข้าใจลักษณะของข้อมูลและตัดสินใจเลือกตัวแบบที่เหมาะสมกับลักษณะของข้อมูล โดยอาจจะใช้

การทดสอบทางสถิติช่วยในการตัดสินใจ 

ขั้นที่ 3 กำหนดช่วงฤดูกาล ระบุความยาวของรอบฤดูกาลในข้อมูล อาจเป็นรายวัน รายสัปดาห์ รายเดือน หรือรูปแบบอื่นใด

ที่วนซ้ำในช่วงเวลาที่กำหนด 

ขั้นที่ 4 ขจัดแนวโน้มออกจากข้อมูล ลบส่วนประกอบแนวโน้มออกจากอนุกรมเวลาเพื่อให้เหลือเฉพาะส่วนประกอบฤดูกาล 
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ขั้นที่ 5 ประมาณค่าส่วนประกอบฤดูกาล คำนวณส่วนประกอบฤดูกาลโดยนำผลจากขั้นที่ 4 หาค่าเฉลี่ยของค่าแต่ละฤดูกาล 

ปรับปรุงส่วนประกอบฤดูกาลโดยนำแต่ละค่าเฉลี่ยฤดูกาลลบค่าเฉลี่ยโดยรวมของดัชนีฤดูกาล (สำหรับตัวแบบรูปแบบบวก) 

ขั้นที่ 6 ลบส่วนประกอบฤดูกาลออก นำอนุกรมเวลาข้อมูลจริงลบผลจากขั้นที่ 5 (สำหรับตัวแบบรูปแบบบวก) เพื่อรับข้อมูล

อนุกรมเวลาที่ไม่มีฤดูกาล (การปรับการแปรผันตามฤดูกาล หรือ Adjustment of Seasonal Variation) 

ขั้นที่ 7 ประมาณค่าส่วนประกอบแนวโน้ม คำนวณส่วนประกอบแนวโน้มโดยการถดถอยเชิงเส้น (Linear Regression) จาก

ขั้นที่ 6 

ขั้นที่ 8 สร้างตัวแบบการพยากรณ์ รวมส่วนประกอบแนวโน้มในขั้นที่ 7  และส่วนประกอบฤดูกาลขั้นที่ 5 (

) ที่คำนวณไวเ้พื่อตัวแบบการพยากรณ์แนวโน้มและฤดูกาลตามสมการที่ (7)  

0 1 ,t tY t= + +b b e

0 1
ˆ ˆ ,t̂Y t= +b b

0 1,b b 0b̂ 1̂b 0b 1b

0 1 ,t t tY t S= + + +b b e

0 1
ˆ ˆ ˆˆ ,t tY t S= + +b b

tS t t iS S= 1,2,3,...,i s= t

i
1

0
s

i
i
S

=

=å ˆ
tS tS

0 1
ˆ ˆˆ( )tY t= +b b

ˆ
tS

 แทนระดัับของข้้อมููล 

และความชััน ตามลำดัับ ส่ ่วน 

วิธีที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่าง ๆ คือ แนวโน้ม (Trend) ฤดูกาล (Seasonal) วัฏจักร (Cycle) และ

ส่วนประกอบไม่ปรกติ (Irregular) โดยในการศึกษานี้เลือกศึกษาส่วนประกอบที่มีผลต่อการพยากรณ์ 2 ส่วนประกอบ คือ 

แนวโน้มและฤดูกาลรูปแบบบวก 

แนวโน้มกำหนดให้มีตัวแบบแนวโน้มเส้นตรง (Linear Trend Model)  

ตัวแบบและตัวแบบพยากรณ์แนวโน้มเส้นตรงดังสมการ (4) และ (5) ตามลำดับ ดังนี้ 

 (4) 

 (5) 

เมื่อพารามิเตอร์  แทนระดับของข้อมูล และความชัน ตามลำดับ ส่วน  และ  เป็นตัวประมาณของ  และ  

ตามลำดับ 

เมื่อนำส่วนประกอบของข้อมูลอนุกรมเวลามีแนวโน้มและฤดูกาลเข้าร่วมกันจะกำหนดให้เป็นวิธีแยกส่วนประกอบรูปแบบ

บวก (Additive Decomposition) ที่เหมาะกับอนุกรมเวลาที่มีความแปรผันตามฤดูกาลคงที่  

ตัวแบบแนวโน้มเส้นตรงฤดูกาลรปูแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (7) ตามลำดับ 

  (6) 

        (7) 

เมื่อพารามิเตอร์  แทนความแปรผันตามฤดูกาล ณ เวลา  และ  สำหรับ  เมื่อ  เป็นเวลาใน

ฤดูกาลที่  มีค่า  ส่วน  เป็นตัวประมาณของ  

ในการศึกษานี้การสร้างตัวแบบตามสมการที่ (7) จะดำเนินการตามขั้นตอนโดยจะเรียกว่า Classic-D [15, 16] เป็น

เทคนิคการพยากรณ์อนุกรมเวลาที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่างๆ ได้แก่ ส่วนประกอบแนวโน้ม และฤดูกาล 

ขั้นตอนทั่วไปที่เกี่ยวข้องในการพยากรณ์ Classic-D มีดังต่อไปนี้ 

ขั้นที่ 1 การเตรียมข้อมูล รวบรวมข้อมูลอนุกรมเวลาในอดีตที่ต้องการใช้ในการพยากรณ์ ตรวจสอบให้แน่ใจว่าข้อมูลอยู่ใน

รูปแบบที่เหมาะสมและครอบคลุมช่วงเวลาที่เพียงพอ 

ขั้นที่ 2 แสดงภาพอนุกรมเวลา สร้างกราฟข้อมูลอนุกรมเวลาเพื่อแสดงรูปแบบโดยรวม แนวโน้ม และความผันผวนตาม

ฤดูกาล ขั้นตอนนี้ช่วยในการเข้าใจลักษณะของข้อมูลและตัดสินใจเลือกตัวแบบที่เหมาะสมกับลักษณะของข้อมูล โดยอาจจะใช้

การทดสอบทางสถิติช่วยในการตัดสินใจ 

ขั้นที่ 3 กำหนดช่วงฤดูกาล ระบุความยาวของรอบฤดูกาลในข้อมูล อาจเป็นรายวัน รายสัปดาห์ รายเดือน หรือรูปแบบอื่นใด

ที่วนซ้ำในช่วงเวลาที่กำหนด 

ขั้นที่ 4 ขจัดแนวโน้มออกจากข้อมูล ลบส่วนประกอบแนวโน้มออกจากอนุกรมเวลาเพื่อให้เหลือเฉพาะส่วนประกอบฤดูกาล 

สามารถทำได้โดยใช้เทคนิคต่างๆ เช่น นำอนุกรมเวลาเดิมลบค่าเฉลี่ยเคลื่อนที่กลาง (สำหรับตัวแบบรูปแบบบวก) 

ขั้นที่ 5 ประมาณค่าส่วนประกอบฤดูกาล คำนวณส่วนประกอบฤดูกาลโดยนำผลจากขั้นที่ 4 หาค่าเฉลี่ยของค่าแต่ละฤดูกาล 

ปรับปรุงส่วนประกอบฤดูกาลโดยนำแต่ละค่าเฉลี่ยฤดูกาลลบค่าเฉลี่ยโดยรวมของดัชนีฤดูกาล (สำหรับตัวแบบรูปแบบบวก) 

ขั้นที่ 6 ลบส่วนประกอบฤดูกาลออก นำอนุกรมเวลาข้อมูลจริงลบผลจากขั้นที่ 5 (สำหรับตัวแบบรูปแบบบวก) เพื่อรับข้อมูล

อนุกรมเวลาที่ไม่มีฤดูกาล (การปรับการแปรผันตามฤดูกาล หรือ Adjustment of Seasonal Variation) 

ขั้นที่ 7 ประมาณค่าส่วนประกอบแนวโน้ม คำนวณส่วนประกอบแนวโน้มโดยการถดถอยเชิงเส้น (Linear Regression) จาก

ขั้นที่ 6 

ขั้นที่ 8 สร้างตัวแบบการพยากรณ์ รวมส่วนประกอบแนวโน้มในขั้นที่ 7  และส่วนประกอบฤดูกาลขั้นที่ 5 (

) ที่คำนวณไวเ้พื่อตัวแบบการพยากรณ์แนวโน้มและฤดูกาลตามสมการที่ (7)  
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วิธีที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่าง ๆ คือ แนวโน้ม (Trend) ฤดูกาล (Seasonal) วัฏจักร (Cycle) และ

ส่วนประกอบไม่ปรกติ (Irregular) โดยในการศึกษานี้เลือกศึกษาส่วนประกอบที่มีผลต่อการพยากรณ์ 2 ส่วนประกอบ คือ 

แนวโน้มและฤดูกาลรูปแบบบวก 

แนวโน้มกำหนดให้มีตัวแบบแนวโน้มเส้นตรง (Linear Trend Model)  

ตัวแบบและตัวแบบพยากรณ์แนวโน้มเส้นตรงดังสมการ (4) และ (5) ตามลำดับ ดังนี้ 
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เมื่อพารามิเตอร์  แทนระดับของข้อมูล และความชัน ตามลำดับ ส่วน  และ  เป็นตัวประมาณของ  และ  

ตามลำดับ 

เมื่อนำส่วนประกอบของข้อมูลอนุกรมเวลามีแนวโน้มและฤดูกาลเข้าร่วมกันจะกำหนดให้เป็นวิธีแยกส่วนประกอบรูปแบบ

บวก (Additive Decomposition) ที่เหมาะกับอนุกรมเวลาที่มีความแปรผันตามฤดูกาลคงที่  

ตัวแบบแนวโน้มเส้นตรงฤดูกาลรปูแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (7) ตามลำดับ 
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เมื่อพารามิเตอร์  แทนความแปรผันตามฤดูกาล ณ เวลา  และ  สำหรับ  เมื่อ  เป็นเวลาใน

ฤดูกาลที่  มีค่า  ส่วน  เป็นตัวประมาณของ  

ในการศึกษานี้การสร้างตัวแบบตามสมการที่ (7) จะดำเนินการตามขั้นตอนโดยจะเรียกว่า Classic-D [15, 16] เป็น

เทคนิคการพยากรณ์อนุกรมเวลาที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่างๆ ได้แก่ ส่วนประกอบแนวโน้ม และฤดูกาล 

ขั้นตอนทั่วไปที่เกี่ยวข้องในการพยากรณ์ Classic-D มีดังต่อไปนี้ 

ขั้นที่ 1 การเตรียมข้อมูล รวบรวมข้อมูลอนุกรมเวลาในอดีตที่ต้องการใช้ในการพยากรณ์ ตรวจสอบให้แน่ใจว่าข้อมูลอยู่ใน

รูปแบบที่เหมาะสมและครอบคลุมช่วงเวลาที่เพียงพอ 

ขั้นที่ 2 แสดงภาพอนุกรมเวลา สร้างกราฟข้อมูลอนุกรมเวลาเพื่อแสดงรูปแบบโดยรวม แนวโน้ม และความผันผวนตาม

ฤดูกาล ขั้นตอนนี้ช่วยในการเข้าใจลักษณะของข้อมูลและตัดสินใจเลือกตัวแบบที่เหมาะสมกับลักษณะของข้อมูล โดยอาจจะใช้

การทดสอบทางสถิติช่วยในการตัดสินใจ 

ขั้นที่ 3 กำหนดช่วงฤดูกาล ระบุความยาวของรอบฤดูกาลในข้อมูล อาจเป็นรายวัน รายสัปดาห์ รายเดือน หรือรูปแบบอื่นใด

ที่วนซ้ำในช่วงเวลาที่กำหนด 

ขั้นที่ 4 ขจัดแนวโน้มออกจากข้อมูล ลบส่วนประกอบแนวโน้มออกจากอนุกรมเวลาเพื่อให้เหลือเฉพาะส่วนประกอบฤดูกาล 

สามารถทำได้โดยใช้เทคนิคต่างๆ เช่น นำอนุกรมเวลาเดิมลบค่าเฉลี่ยเคลื่อนที่กลาง (สำหรับตัวแบบรูปแบบบวก) 

ขั้นที่ 5 ประมาณค่าส่วนประกอบฤดูกาล คำนวณส่วนประกอบฤดูกาลโดยนำผลจากขั้นที่ 4 หาค่าเฉลี่ยของค่าแต่ละฤดูกาล 

ปรับปรุงส่วนประกอบฤดูกาลโดยนำแต่ละค่าเฉลี่ยฤดูกาลลบค่าเฉลี่ยโดยรวมของดัชนีฤดูกาล (สำหรับตัวแบบรูปแบบบวก) 

ขั้นที่ 6 ลบส่วนประกอบฤดูกาลออก นำอนุกรมเวลาข้อมูลจริงลบผลจากขั้นที่ 5 (สำหรับตัวแบบรูปแบบบวก) เพื่อรับข้อมูล

อนุกรมเวลาที่ไม่มีฤดูกาล (การปรับการแปรผันตามฤดูกาล หรือ Adjustment of Seasonal Variation) 

ขั้นที่ 7 ประมาณค่าส่วนประกอบแนวโน้ม คำนวณส่วนประกอบแนวโน้มโดยการถดถอยเชิงเส้น (Linear Regression) จาก

ขั้นที่ 6 

ขั้นที่ 8 สร้างตัวแบบการพยากรณ์ รวมส่วนประกอบแนวโน้มในขั้นที่ 7  และส่วนประกอบฤดูกาลขั้นที่ 5 (

) ที่คำนวณไวเ้พื่อตัวแบบการพยากรณ์แนวโน้มและฤดูกาลตามสมการที่ (7)  

0 1 ,t tY t= + +b b e

0 1
ˆ ˆ ,t̂Y t= +b b

0 1,b b 0b̂ 1̂b 0b 1b

0 1 ,t t tY t S= + + +b b e

0 1
ˆ ˆ ˆˆ ,t tY t S= + +b b

tS t t iS S= 1,2,3,...,i s= t

i
1

0
s

i
i
S

=

=å ˆ
tS tS

0 1
ˆ ˆˆ( )tY t= +b b

ˆ
tS

 เป็็น

ตััวประมาณของ 

วิธีที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่าง ๆ คือ แนวโน้ม (Trend) ฤดูกาล (Seasonal) วัฏจักร (Cycle) และ

ส่วนประกอบไม่ปรกติ (Irregular) โดยในการศึกษานี้เลือกศึกษาส่วนประกอบที่มีผลต่อการพยากรณ์ 2 ส่วนประกอบ คือ 

แนวโน้มและฤดูกาลรูปแบบบวก 

แนวโน้มกำหนดให้มีตัวแบบแนวโน้มเส้นตรง (Linear Trend Model)  

ตัวแบบและตัวแบบพยากรณ์แนวโน้มเส้นตรงดังสมการ (4) และ (5) ตามลำดับ ดังนี้ 

 (4) 

 (5) 

เมื่อพารามิเตอร์  แทนระดับของข้อมูล และความชัน ตามลำดับ ส่วน  และ  เป็นตัวประมาณของ  และ  

ตามลำดับ 

เมื่อนำส่วนประกอบของข้อมูลอนุกรมเวลามีแนวโน้มและฤดูกาลเข้าร่วมกันจะกำหนดให้เป็นวิธีแยกส่วนประกอบรูปแบบ

บวก (Additive Decomposition) ที่เหมาะกับอนุกรมเวลาที่มีความแปรผันตามฤดูกาลคงที่  

ตัวแบบแนวโน้มเส้นตรงฤดูกาลรปูแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (7) ตามลำดับ 
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เมื่อพารามิเตอร ์  แทนความแปรผันตามฤดูกาล ณ เวลา  และ  สำหรับ  เมื่อ  เป็นเวลาใน

ฤดูกาลที่  มีค่า  ส่วน  เป็นตัวประมาณของ  

ในการศึกษานี้การสร้างตัวแบบตามสมการที่ (7) จะดำเนินการตามขั้นตอนโดยจะเรียกว่า Classic-D [15, 16] เป็น

เทคนิคการพยากรณ์อนุกรมเวลาที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่างๆ ได้แก่ ส่วนประกอบแนวโน้ม และฤดูกาล 

ขั้นตอนทั่วไปที่เกี่ยวข้องในการพยากรณ์ Classic-D มีดังต่อไปนี้ 

ขั้นที่ 1 การเตรียมข้อมูล รวบรวมข้อมูลอนุกรมเวลาในอดีตที่ต้องการใช้ในการพยากรณ์ ตรวจสอบให้แน่ใจว่าข้อมูลอยู่ใน

รูปแบบที่เหมาะสมและครอบคลุมช่วงเวลาที่เพียงพอ 

ขั้นที่ 2 แสดงภาพอนุกรมเวลา สร้างกราฟข้อมูลอนุกรมเวลาเพื่อแสดงรูปแบบโดยรวม แนวโน้ม และความผันผวนตาม

ฤดูกาล ขั้นตอนนี้ช่วยในการเข้าใจลักษณะของข้อมูลและตัดสินใจเลือกตัวแบบที่เหมาะสมกับลักษณะของข้อมูล โดยอาจจะใช้

การทดสอบทางสถิติช่วยในการตัดสินใจ 

ขั้นที่ 3 กำหนดช่วงฤดูกาล ระบุความยาวของรอบฤดูกาลในข้อมูล อาจเป็นรายวัน รายสัปดาห์ รายเดือน หรือรูปแบบอื่นใด
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ขั้นที่ 6 ลบส่วนประกอบฤดูกาลออก นำอนุกรมเวลาข้อมูลจริงลบผลจากขั้นที่ 5 (สำหรับตัวแบบรูปแบบบวก) เพื่อรับข้อมูล

อนุกรมเวลาที่ไม่มีฤดูกาล (การปรับการแปรผันตามฤดูกาล หรือ Adjustment of Seasonal Variation) 

ขั้นที่ 7 ประมาณค่าส่วนประกอบแนวโน้ม คำนวณส่วนประกอบแนวโน้มโดยการถดถอยเชิงเส้น (Linear Regression) จาก

ขั้นที่ 6 

ขั้นที่ 8 สร้างตัวแบบการพยากรณ์ รวมส่วนประกอบแนวโน้มในขั้นที่ 7  และส่วนประกอบฤดูกาลขั้นที่ 5 (

) ที่คำนวณไวเ้พื่อตัวแบบการพยากรณ์แนวโน้มและฤดูกาลตามสมการที่ (7)  
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 และ 

วิธีที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่าง ๆ คือ แนวโน้ม (Trend) ฤดูกาล (Seasonal) วัฏจักร (Cycle) และ

ส่วนประกอบไม่ปรกติ (Irregular) โดยในการศึกษานี้เลือกศึกษาส่วนประกอบที่มีผลต่อการพยากรณ์ 2 ส่วนประกอบ คือ 

แนวโน้มและฤดูกาลรูปแบบบวก 

แนวโน้มกำหนดให้มีตัวแบบแนวโน้มเส้นตรง (Linear Trend Model)  

ตัวแบบและตัวแบบพยากรณ์แนวโน้มเส้นตรงดังสมการ (4) และ (5) ตามลำดับ ดังนี้ 

 (4) 

 (5) 

เมื่อพารามิเตอร์  แทนระดับของข้อมูล และความชัน ตามลำดับ ส่วน  และ  เป็นตัวประมาณของ  และ  

ตามลำดับ 

เมื่อนำส่วนประกอบของข้อมูลอนุกรมเวลามีแนวโน้มและฤดูกาลเข้าร่วมกันจะกำหนดให้เป็นวิธีแยกส่วนประกอบรูปแบบ

บวก (Additive Decomposition) ที่เหมาะกับอนุกรมเวลาที่มีความแปรผันตามฤดูกาลคงที่  

ตัวแบบแนวโน้มเส้นตรงฤดูกาลรปูแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (7) ตามลำดับ 

  (6) 

        (7) 

เมื่อพารามิเตอร ์  แทนความแปรผันตามฤดูกาล ณ เวลา  และ  สำหรับ  เมื่อ  เป็นเวลาใน

ฤดูกาลที่  มีค่า  ส่วน  เป็นตัวประมาณของ  

ในการศึกษานี้การสร้างตัวแบบตามสมการที่ (7) จะดำเนินการตามขั้นตอนโดยจะเรียกว่า Classic-D [15, 16] เป็น

เทคนิคการพยากรณ์อนุกรมเวลาที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่างๆ ได้แก่ ส่วนประกอบแนวโน้ม และฤดูกาล 

ขั้นตอนทั่วไปที่เกี่ยวข้องในการพยากรณ์ Classic-D มีดังต่อไปนี้ 

ขั้นที่ 1 การเตรียมข้อมูล รวบรวมข้อมูลอนุกรมเวลาในอดีตที่ต้องการใช้ในการพยากรณ์ ตรวจสอบให้แน่ใจว่าข้อมูลอยู่ใน

รูปแบบที่เหมาะสมและครอบคลุมช่วงเวลาที่เพียงพอ 

ขั้นที่ 2 แสดงภาพอนุกรมเวลา สร้างกราฟข้อมูลอนุกรมเวลาเพื่อแสดงรูปแบบโดยรวม แนวโน้ม และความผันผวนตาม

ฤดูกาล ขั้นตอนนี้ช่วยในการเข้าใจลักษณะของข้อมูลและตัดสินใจเลือกตัวแบบที่เหมาะสมกับลักษณะของข้อมูล โดยอาจจะใช้

การทดสอบทางสถิติช่วยในการตัดสินใจ 

ขั้นที่ 3 กำหนดช่วงฤดูกาล ระบุความยาวของรอบฤดูกาลในข้อมูล อาจเป็นรายวัน รายสัปดาห์ รายเดือน หรือรูปแบบอื่นใด

ที่วนซ้ำในช่วงเวลาที่กำหนด 

ขั้นที่ 4 ขจัดแนวโน้มออกจากข้อมูล ลบส่วนประกอบแนวโน้มออกจากอนุกรมเวลาเพื่อให้เหลือเฉพาะส่วนประกอบฤดูกาล 

สามารถทำได้โดยใช้เทคนิคต่างๆ เช่น นำอนุกรมเวลาเดิมลบค่าเฉลี่ยเคลื่อนที่กลาง (สำหรับตัวแบบรูปแบบบวก) 

ขั้นที่ 5 ประมาณค่าส่วนประกอบฤดูกาล คำนวณส่วนประกอบฤดูกาลโดยนำผลจากขั้นที่ 4 หาค่าเฉลี่ยของค่าแต่ละฤดูกาล 

ปรับปรุงส่วนประกอบฤดูกาลโดยนำแต่ละค่าเฉลี่ยฤดูกาลลบค่าเฉลี่ยโดยรวมของดัชนีฤดูกาล (สำหรับตัวแบบรูปแบบบวก) 

ขั้นที่ 6 ลบส่วนประกอบฤดูกาลออก นำอนุกรมเวลาข้อมูลจริงลบผลจากขั้นที่ 5 (สำหรับตัวแบบรูปแบบบวก) เพื่อรับข้อมูล

อนุกรมเวลาที่ไม่มีฤดูกาล (การปรับการแปรผันตามฤดูกาล หรือ Adjustment of Seasonal Variation) 

ขั้นที่ 7 ประมาณค่าส่วนประกอบแนวโน้ม คำนวณส่วนประกอบแนวโน้มโดยการถดถอยเชิงเส้น (Linear Regression) จาก

ขั้นที่ 6 

ขั้นที่ 8 สร้างตัวแบบการพยากรณ์ รวมส่วนประกอบแนวโน้มในขั้นที่ 7  และส่วนประกอบฤดูกาลขั้นที่ 5 (

) ที่คำนวณไวเ้พื่อตัวแบบการพยากรณ์แนวโน้มและฤดูกาลตามสมการที่ (7)  
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 ตามลำดัับ
เมื่่�อนำส่่วนประกอบของข้้อมููลอนุุกรมเวลา

มีีแนวโน้้มและฤดููกาลเข้้าร่่วมกัันจะกำหนดให้้เป็็นวิิธีี

แยกส่่วนประกอบรูปูแบบบวก (Additive Decomposition) 

ที่่�เหมาะกับัอนุกุรมเวลาที่่�มีคีวามแปรผันัตามฤดูกูาลคงที่่� 

ตััวแบบแนวโน้้มเส้้นตรงฤดููกาลรููปแบบบวก 

ตััวแบบและตััวแบบพยากรณ์์ดััง (6) และ (7) ตามลำดัับ

        

วิธีที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่าง ๆ คือ แนวโน้ม (Trend) ฤดูกาล (Seasonal) วัฏจักร (Cycle) และ

ส่วนประกอบไม่ปรกติ (Irregular) โดยในการศึกษานี้เลือกศึกษาส่วนประกอบที่มีผลต่อการพยากรณ์ 2 ส่วนประกอบ คือ 

แนวโน้มและฤดูกาลรูปแบบบวก 

แนวโน้มกำหนดให้มีตัวแบบแนวโน้มเส้นตรง (Linear Trend Model)  

ตัวแบบและตัวแบบพยากรณ์แนวโน้มเส้นตรงดังสมการ (4) และ (5) ตามลำดับ ดังนี้ 

 (4) 

 (5) 

เมื่อพารามิเตอร์  แทนระดับของข้อมูล และความชัน ตามลำดับ ส่วน  และ  เป็นตัวประมาณของ  และ  

ตามลำดับ 

เมื่อนำส่วนประกอบของข้อมูลอนุกรมเวลามีแนวโน้มและฤดูกาลเข้าร่วมกันจะกำหนดให้เป็นวิธีแยกส่วนประกอบรูปแบบ

บวก (Additive Decomposition) ที่เหมาะกับอนุกรมเวลาที่มีความแปรผันตามฤดูกาลคงที่  

ตัวแบบแนวโน้มเส้นตรงฤดูกาลรปูแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (7) ตามลำดับ 

  (6) 

        (7) 

เมื่อพารามิเตอร ์  แทนความแปรผันตามฤดูกาล ณ เวลา  และ  สำหรับ  เมื่อ  เป็นเวลาใน

ฤดูกาลที่  มีค่า  ส่วน  เป็นตัวประมาณของ  

ในการศึกษานี้การสร้างตัวแบบตามสมการที่ (7) จะดำเนินการตามขั้นตอนโดยจะเรียกว่า Classic-D [15, 16] เป็น

เทคนิคการพยากรณ์อนุกรมเวลาที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่างๆ ได้แก่ ส่วนประกอบแนวโน้ม และฤดูกาล 

ขั้นตอนทั่วไปที่เกี่ยวข้องในการพยากรณ์ Classic-D มีดังต่อไปนี้ 

ขั้นที่ 1 การเตรียมข้อมูล รวบรวมข้อมูลอนุกรมเวลาในอดีตที่ต้องการใช้ในการพยากรณ์ ตรวจสอบให้แน่ใจว่าข้อมูลอยู่ใน

รูปแบบที่เหมาะสมและครอบคลุมช่วงเวลาที่เพียงพอ 

ขั้นที่ 2 แสดงภาพอนุกรมเวลา สร้างกราฟข้อมูลอนุกรมเวลาเพื่อแสดงรูปแบบโดยรวม แนวโน้ม และความผันผวนตาม

ฤดูกาล ขั้นตอนนี้ช่วยในการเข้าใจลักษณะของข้อมูลและตัดสินใจเลือกตัวแบบที่เหมาะสมกับลักษณะของข้อมูล โดยอาจจะใช้

การทดสอบทางสถิติช่วยในการตัดสินใจ 

ขั้นที่ 3 กำหนดช่วงฤดูกาล ระบุความยาวของรอบฤดูกาลในข้อมูล อาจเป็นรายวัน รายสัปดาห์ รายเดือน หรือรูปแบบอื่นใด

ที่วนซ้ำในช่วงเวลาที่กำหนด 

ขั้นที่ 4 ขจัดแนวโน้มออกจากข้อมูล ลบส่วนประกอบแนวโน้มออกจากอนุกรมเวลาเพื่อให้เหลือเฉพาะส่วนประกอบฤดูกาล 

สามารถทำได้โดยใช้เทคนิคต่างๆ เช่น นำอนุกรมเวลาเดิมลบค่าเฉลี่ยเคลื่อนที่กลาง (สำหรับตัวแบบรูปแบบบวก) 

ขั้นที่ 5 ประมาณค่าส่วนประกอบฤดูกาล คำนวณส่วนประกอบฤดูกาลโดยนำผลจากขั้นที่ 4 หาค่าเฉลี่ยของค่าแต่ละฤดูกาล 

ปรับปรุงส่วนประกอบฤดูกาลโดยนำแต่ละค่าเฉลี่ยฤดูกาลลบค่าเฉลี่ยโดยรวมของดัชนีฤดูกาล (สำหรับตัวแบบรูปแบบบวก) 

ขั้นที่ 6 ลบส่วนประกอบฤดูกาลออก นำอนุกรมเวลาข้อมูลจริงลบผลจากขั้นที่ 5 (สำหรับตัวแบบรูปแบบบวก) เพื่อรับข้อมูล

อนุกรมเวลาที่ไม่มีฤดูกาล (การปรับการแปรผันตามฤดูกาล หรือ Adjustment of Seasonal Variation) 

ขั้นที่ 7 ประมาณค่าส่วนประกอบแนวโน้ม คำนวณส่วนประกอบแนวโน้มโดยการถดถอยเชิงเส้น (Linear Regression) จาก

ขั้นที่ 6 

ขั้นที่ 8 สร้างตัวแบบการพยากรณ์ รวมส่วนประกอบแนวโน้มในขั้นที่ 7  และส่วนประกอบฤดูกาลขั้นที่ 5 (

) ที่คำนวณไวเ้พื่อตัวแบบการพยากรณ์แนวโน้มและฤดูกาลตามสมการที่ (7)  
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วิธีที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่าง ๆ คือ แนวโน้ม (Trend) ฤดูกาล (Seasonal) วัฏจักร (Cycle) และ

ส่วนประกอบไม่ปรกติ (Irregular) โดยในการศึกษานี้เลือกศึกษาส่วนประกอบที่มีผลต่อการพยากรณ์ 2 ส่วนประกอบ คือ 

แนวโน้มและฤดูกาลรูปแบบบวก 

แนวโน้มกำหนดให้มีตัวแบบแนวโน้มเส้นตรง (Linear Trend Model)  

ตัวแบบและตัวแบบพยากรณ์แนวโน้มเส้นตรงดังสมการ (4) และ (5) ตามลำดับ ดังนี้ 

 (4) 

 (5) 

เมื่อพารามิเตอร์  แทนระดับของข้อมูล และความชัน ตามลำดับ ส่วน  และ  เป็นตัวประมาณของ  และ  

ตามลำดับ 

เมื่อนำส่วนประกอบของข้อมูลอนุกรมเวลามีแนวโน้มและฤดูกาลเข้าร่วมกันจะกำหนดให้เป็นวิธีแยกส่วนประกอบรูปแบบ

บวก (Additive Decomposition) ที่เหมาะกับอนุกรมเวลาที่มีความแปรผันตามฤดูกาลคงที่  

ตัวแบบแนวโน้มเส้นตรงฤดูกาลรปูแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (7) ตามลำดับ 

  (6) 

        (7) 

เมื่อพารามิเตอร ์  แทนความแปรผันตามฤดูกาล ณ เวลา  และ  สำหรับ  เมื่อ  เป็นเวลาใน

ฤดูกาลที่  มีค่า  ส่วน  เป็นตัวประมาณของ  

ในการศึกษานี้การสร้างตัวแบบตามสมการที่ (7) จะดำเนินการตามขั้นตอนโดยจะเรียกว่า Classic-D [15, 16] เป็น

เทคนิคการพยากรณ์อนุกรมเวลาที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่างๆ ได้แก่ ส่วนประกอบแนวโน้ม และฤดูกาล 

ขั้นตอนทั่วไปที่เกี่ยวข้องในการพยากรณ์ Classic-D มีดังต่อไปนี้ 

ขั้นที่ 1 การเตรียมข้อมูล รวบรวมข้อมูลอนุกรมเวลาในอดีตที่ต้องการใช้ในการพยากรณ์ ตรวจสอบให้แน่ใจว่าข้อมูลอยู่ใน

รูปแบบที่เหมาะสมและครอบคลุมช่วงเวลาที่เพียงพอ 

ขั้นที่ 2 แสดงภาพอนุกรมเวลา สร้างกราฟข้อมูลอนุกรมเวลาเพื่อแสดงรูปแบบโดยรวม แนวโน้ม และความผันผวนตาม

ฤดูกาล ขั้นตอนนี้ช่วยในการเข้าใจลักษณะของข้อมูลและตัดสินใจเลือกตัวแบบที่เหมาะสมกับลักษณะของข้อมูล โดยอาจจะใช้

การทดสอบทางสถิติช่วยในการตัดสินใจ 
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ในการศึกึษานี้้�การสร้า้งตัวัแบบตามสมการที่่� (7) 

จะดำเนินิการตามขั้้�นตอนโดยจะเรียีกว่า่ Classic-D [15, 

16] เป็็นเทคนิิคการพยากรณ์์อนุุกรมเวลาที่่�แยกอนุุกรม

เวลาออกเป็็นส่่วนประกอบต่่างๆ ได้้แก่่ ส่ ่วนประกอบ

แนวโน้้ม และฤดููกาล ขั้้� นตอนทั่่�วไปที่่�เกี่่�ยวข้้องในการ

พยากรณ์์ Classic-D มีีดัังต่่อไปนี้้�

ขั้้�นที่่� 1 การเตรีียมข้้อมูลู รวบรวมข้อ้มูลูอนุุกรม

เวลาในอดีีตที่่�ต้องการใช้้ในการพยากรณ์์ ตรวจสอบให้้

แน่่ใจว่่าข้้อมููลอยู่่�ในรููปแบบที่่�เหมาะสมและครอบคลุุม

ช่่วงเวลาที่่�เพีียงพอ

ขั้้�นที่่�  2 แสดงภาพอนุุกรมเวลา สร้้างกราฟ

ข้้อมููลอนุุกรมเวลาเพื่่�อแสดงรููปแบบโดยรวม แนวโน้้ม 

และความผันัผวนตามฤดูกูาล ขั้้�นตอนนี้้�ช่ว่ยในการเข้า้ใจ

ลักัษณะของข้้อมููลและตััดสิินใจเลืือกตััวแบบที่่�เหมาะสม

กับัลักัษณะของข้อ้มูลู โดยอาจจะใช้ก้ารทดสอบทางสถิติิิ

ช่่วยในการตััดสิินใจ

ขั้้�นที่่� 3 กำหนดช่่วงฤดููกาล ระบุุความยาวของ

รอบฤดููกาลในข้้อมููล อาจเป็็นรายวััน รายสััปดาห์์ ราย

เดืือน หรืือรููปแบบอื่่�นใดที่่�วนซ้้ำในช่่วงเวลาที่่�กำหนด

ขั้้�นที่่�  4 ขจััดแนวโน้้มออกจากข้้อมููล ลบส่่วน

ประกอบแนวโน้้มออกจากอนุุกรมเวลาเพื่่�อให้้เหลืือ

เฉพาะส่่วนประกอบฤดููกาล สามารถทำได้้โดยใช้้เทคนิิค

ต่่างๆ เช่่น นำอนุุกรมเวลาเดิิมลบค่่าเฉลี่่�ยเคลื่่�อนที่่�กลาง 

(สำหรัับตััวแบบรููปแบบบวก)

ขั้้�นที่่�  5 ประมาณค่่าส่่วนประกอบฤดููกาล 

คำนวณส่่วนประกอบฤดููกาลโดยนำผลจากขั้้�นที่่� 4 หาค่่า

เฉลี่่�ยของค่่าแต่่ละฤดููกาล ปรัับปรุุงส่่วนประกอบฤดููกาล

โดยนำแต่่ละค่่าเฉลี่่�ยฤดููกาลลบค่่าเฉลี่่�ยโดยรวมของดััชนีี

ฤดููกาล (สำหรัับตััวแบบรููปแบบบวก)

ขั้้�นที่่� 6 ลบส่ว่นประกอบฤดูกูาลออก นำอนุกุรม

เวลาข้อ้มูลูจริงิลบผลจากขั้้�นที่่� 5 (สำหรับัตัวัแบบรูปูแบบ

บวก) เพื่่�อรัับข้้อมููลอนุุกรมเวลาที่่�ไม่่มีีฤดููกาล (การปรัับ

การแปรผันัตามฤดูกูาล หรือื Adjustment of Seasonal 

Variation)

ขั้้�นที่่�  7 ประมาณค่่าส่่วนประกอบแนวโน้้ม 

คำนวณส่่วนประกอบแนวโน้้มโดยการถดถอยเชิิงเส้้น 

(Linear Regression) จากขั้้�นที่่� 6

ขั้้�นที่่�  8 สร้้างตััวแบบการพยากรณ์์ รวมส่่วน

ประกอบแนวโน้้มในขั้้�นที่่�  7 

วิธีที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่าง ๆ คือ แนวโน้ม (Trend) ฤดูกาล (Seasonal) วัฏจักร (Cycle) และ

ส่วนประกอบไม่ปรกติ (Irregular) โดยในการศึกษานี้เลือกศึกษาส่วนประกอบที่มีผลต่อการพยากรณ์ 2 ส่วนประกอบ คือ 

แนวโน้มและฤดูกาลรูปแบบบวก 

แนวโน้มกำหนดให้มีตัวแบบแนวโน้มเส้นตรง (Linear Trend Model)  

ตัวแบบและตัวแบบพยากรณ์แนวโน้มเส้นตรงดังสมการ (4) และ (5) ตามลำดับ ดังนี้ 

 (4) 

 (5) 

เมื่อพารามิเตอร์  แทนระดับของข้อมูล และความชัน ตามลำดับ ส่วน  และ  เป็นตัวประมาณของ  และ  

ตามลำดับ 

เมื่อนำส่วนประกอบของข้อมูลอนุกรมเวลามีแนวโน้มและฤดูกาลเข้าร่วมกันจะกำหนดให้เป็นวิธีแยกส่วนประกอบรูปแบบ

บวก (Additive Decomposition) ที่เหมาะกับอนุกรมเวลาที่มีความแปรผันตามฤดูกาลคงที่  

ตัวแบบแนวโน้มเส้นตรงฤดูกาลรปูแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (7) ตามลำดับ 

  (6) 

        (7) 

เมื่อพารามิเตอร ์  แทนความแปรผันตามฤดูกาล ณ เวลา  และ  สำหรับ  เมื่อ  เป็นเวลาใน

ฤดูกาลที่  มีค่า  ส่วน  เป็นตัวประมาณของ  

ในการศึกษานี้การสร้างตัวแบบตามสมการที่ (7) จะดำเนินการตามขั้นตอนโดยจะเรียกว่า Classic-D [15, 16] เป็น

เทคนิคการพยากรณ์อนุกรมเวลาที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่างๆ ได้แก่ ส่วนประกอบแนวโน้ม และฤดูกาล 

ขั้นตอนทั่วไปที่เกี่ยวข้องในการพยากรณ์ Classic-D มีดังต่อไปนี้ 

ขั้นที่ 1 การเตรียมข้อมูล รวบรวมข้อมูลอนุกรมเวลาในอดีตที่ต้องการใช้ในการพยากรณ์ ตรวจสอบให้แน่ใจว่าข้อมูลอยู่ใน

รูปแบบที่เหมาะสมและครอบคลุมช่วงเวลาที่เพียงพอ 

ขั้นที่ 2 แสดงภาพอนุกรมเวลา สร้างกราฟข้อมูลอนุกรมเวลาเพื่อแสดงรูปแบบโดยรวม แนวโน้ม และความผันผวนตาม

ฤดูกาล ขั้นตอนนี้ช่วยในการเข้าใจลักษณะของข้อมูลและตัดสินใจเลือกตัวแบบที่เหมาะสมกับลักษณะของข้อมูล โดยอาจจะใช้

การทดสอบทางสถิติช่วยในการตัดสินใจ 

ขั้นที่ 3 กำหนดช่วงฤดูกาล ระบุความยาวของรอบฤดูกาลในข้อมูล อาจเป็นรายวัน รายสัปดาห์ รายเดือน หรือรูปแบบอื่นใด

ที่วนซ้ำในช่วงเวลาที่กำหนด 

ขั้นที่ 4 ขจัดแนวโน้มออกจากข้อมูล ลบส่วนประกอบแนวโน้มออกจากอนุกรมเวลาเพื่อให้เหลือเฉพาะส่วนประกอบฤดูกาล 

สามารถทำได้โดยใช้เทคนิคต่างๆ เช่น นำอนุกรมเวลาเดิมลบค่าเฉลี่ยเคลื่อนที่กลาง (สำหรับตัวแบบรูปแบบบวก) 

ขั้นที่ 5 ประมาณค่าส่วนประกอบฤดูกาล คำนวณส่วนประกอบฤดูกาลโดยนำผลจากขั้นที่ 4 หาค่าเฉลี่ยของค่าแต่ละฤดูกาล 

ปรับปรุงส่วนประกอบฤดูกาลโดยนำแต่ละค่าเฉลี่ยฤดูกาลลบค่าเฉลี่ยโดยรวมของดัชนีฤดูกาล (สำหรับตัวแบบรูปแบบบวก) 

ขั้นที่ 6 ลบส่วนประกอบฤดูกาลออก นำอนุกรมเวลาข้อมูลจริงลบผลจากขั้นที่ 5 (สำหรับตัวแบบรูปแบบบวก) เพื่อรับข้อมูล

อนุกรมเวลาที่ไม่มีฤดูกาล (การปรับการแปรผันตามฤดูกาล หรือ Adjustment of Seasonal Variation) 

ขั้นที่ 7 ประมาณค่าส่วนประกอบแนวโน้ม คำนวณส่วนประกอบแนวโน้มโดยการถดถอยเชิงเส้น (Linear Regression) จาก

ขั้นที่ 6 

ขั้นที่ 8 สร้างตัวแบบการพยากรณ์ รวมส่วนประกอบแนวโน้มในขั้นที่ 7  และส่วนประกอบฤดูกาลขั้นที่ 5 (

) ที่คำนวณไวเ้พื่อตัวแบบการพยากรณ์แนวโน้มและฤดูกาลตามสมการที่ (7)  
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 และส่่วน

ประกอบฤดูกูาลขั้้�นที่่� 5 (

วิธีที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่าง ๆ คือ แนวโน้ม (Trend) ฤดูกาล (Seasonal) วัฏจักร (Cycle) และ

ส่วนประกอบไม่ปรกติ (Irregular) โดยในการศึกษานี้เลือกศึกษาส่วนประกอบที่มีผลต่อการพยากรณ์ 2 ส่วนประกอบ คือ 

แนวโน้มและฤดูกาลรูปแบบบวก 

แนวโน้มกำหนดให้มีตัวแบบแนวโน้มเส้นตรง (Linear Trend Model)  

ตัวแบบและตัวแบบพยากรณ์แนวโน้มเส้นตรงดังสมการ (4) และ (5) ตามลำดับ ดังนี้ 

 (4) 

 (5) 

เมื่อพารามิเตอร์  แทนระดับของข้อมูล และความชัน ตามลำดับ ส่วน  และ  เป็นตัวประมาณของ  และ  

ตามลำดับ 

เมื่อนำส่วนประกอบของข้อมูลอนุกรมเวลามีแนวโน้มและฤดูกาลเข้าร่วมกันจะกำหนดให้เป็นวิธีแยกส่วนประกอบรูปแบบ

บวก (Additive Decomposition) ที่เหมาะกับอนุกรมเวลาที่มีความแปรผันตามฤดูกาลคงที่  

ตัวแบบแนวโน้มเส้นตรงฤดูกาลรปูแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (7) ตามลำดับ 

  (6) 

        (7) 

เมื่อพารามิเตอร์  แทนความแปรผันตามฤดูกาล ณ เวลา  และ  สำหรับ  เมื่อ  เป็นเวลาใน

ฤดูกาลที่  มีค่า  ส่วน  เป็นตัวประมาณของ  

ในการศึกษานี้การสร้างตัวแบบตามสมการที่ (7) จะดำเนินการตามขั้นตอนโดยจะเรียกว่า Classic-D [15, 16] เป็น

เทคนิคการพยากรณ์อนุกรมเวลาที่แยกอนุกรมเวลาออกเป็นส่วนประกอบต่างๆ ได้แก่ ส่วนประกอบแนวโน้ม และฤดูกาล 

ขั้นตอนทั่วไปที่เกี่ยวข้องในการพยากรณ์ Classic-D มีดังต่อไปนี้ 

ขั้นที่ 1 การเตรียมข้อมูล รวบรวมข้อมูลอนุกรมเวลาในอดีตที่ต้องการใช้ในการพยากรณ์ ตรวจสอบให้แน่ใจว่าข้อมูลอยู่ใน

รูปแบบที่เหมาะสมและครอบคลุมช่วงเวลาที่เพียงพอ 

ขั้นที่ 2 แสดงภาพอนุกรมเวลา สร้างกราฟข้อมูลอนุกรมเวลาเพื่อแสดงรูปแบบโดยรวม แนวโน้ม และความผันผวนตาม

ฤดูกาล ขั้นตอนนี้ช่วยในการเข้าใจลักษณะของข้อมูลและตัดสินใจเลือกตัวแบบที่เหมาะสมกับลักษณะของข้อมูล โดยอาจจะใช้

การทดสอบทางสถิติช่วยในการตัดสินใจ 

ขั้นที่ 3 กำหนดช่วงฤดูกาล ระบุความยาวของรอบฤดูกาลในข้อมูล อาจเป็นรายวัน รายสัปดาห์ รายเดือน หรือรูปแบบอื่นใด

ที่วนซ้ำในช่วงเวลาที่กำหนด 

ขั้นที่ 4 ขจัดแนวโน้มออกจากข้อมูล ลบส่วนประกอบแนวโน้มออกจากอนุกรมเวลาเพื่อให้เหลือเฉพาะส่วนประกอบฤดูกาล 

สามารถทำได้โดยใช้เทคนิคต่างๆ เช่น นำอนุกรมเวลาเดิมลบค่าเฉลี่ยเคลื่อนที่กลาง (สำหรับตัวแบบรูปแบบบวก) 
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ขั้นที่ 6 ลบส่วนประกอบฤดูกาลออก นำอนุกรมเวลาข้อมูลจริงลบผลจากขั้นที่ 5 (สำหรับตัวแบบรูปแบบบวก) เพื่อรับข้อมูล

อนุกรมเวลาที่ไม่มีฤดูกาล (การปรับการแปรผันตามฤดูกาล หรือ Adjustment of Seasonal Variation) 

ขั้นที่ 7 ประมาณค่าส่วนประกอบแนวโน้ม คำนวณส่วนประกอบแนวโน้มโดยการถดถอยเชิงเส้น (Linear Regression) จาก

ขั้นที่ 6 

ขั้นที่ 8 สร้างตัวแบบการพยากรณ์ รวมส่วนประกอบแนวโน้มในขั้นที่ 7  และส่วนประกอบฤดูกาลขั้นที่ 5 (

) ที่คำนวณไวเ้พื่อตัวแบบการพยากรณ์แนวโน้มและฤดูกาลตามสมการที่ (7)  
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พยากรณ์์แนวโน้้มและฤดููกาลตามสมการที่่� (7) 

ขั้้�นที่่�  9 ประเมิินและปรัับปรุุง ประเมิินความ

แม่่นยำของตััวแบบการพยากรณ์์โดยเปรีียบเทีียบกัับค่่า

จริิง หากจำเป็็นให้้ปรัับปรุุงตััวแบบการพยากรณ์์

2.3.2 วิิธีีโฮลต์-วิินเทอร์์ (Holt-Winters 

Method: HW) 

วิิ ธีี  HW เป็็นหนึ่่� ง ในวิิ ธีี ก ารทำ ให้้ เรีี ยบ 

(Smoothing) เป็็นวิิธีีการสร้้างสมการพยากรณ์์จากค่่า

สังัเกตในอนุุกรมเวลาบางส่่วนหรืือทั้้�งหมดโดยให้้น้ำ้หนักั

กัับค่่าสัังเกตในอนุุกรมเวลาแตกต่่างกัันแล้้วแต่่ส่่วน

ประกอบของอนุุกรมเวลา ในกรณีีที่่�ส่วนประกอบของ

ข้้อมููลอนุุกรมเวลาที่่�พิิจารณามีีแนวโน้้มและฤดููกาล จะ

สร้้างตััวแบบพยากรณ์์ด้้วยวิิธีีการทำให้้ เรีียบของ 
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ได้้แก่่ 

ขั้นที่ 9 ประเมินและปรับปรุง ประเมินความแม่นยำของตัวแบบการพยากรณ์โดยเปรียบเทียบกับค่าจริง หากจำเป็นให้

ปรับปรุงตัวแบบการพยากรณ์ 

2.3.2 วิธีโฮลต์-วินเทอร์ (Holt-Winters Method: HW) 

วิธี HW เป็นหนึ่งในวิธีการทำให้เรียบ (Smoothing) เป็นวิธีการสร้างสมการพยากรณ์จากค่าสังเกตในอนุกรมเวลา

บางส่วนหรือทั้งหมดโดยให้น้ำหนักกับค่าสังเกตในอนุกรมเวลาแตกต่างกันแล้วแต่ส่วนประกอบของอนุกรมเวลา ในกรณีที่

ส่วนประกอบของข้อมูลอนุกรมเวลาที่พิจารณามีแนวโน้มและฤดูกาล จะสร้างตัวแบบพยากรณ์ด้วยวิธีการทำให้เรียบของ HW

รูปแบบบวกหรือแบบคูณ HW ใช้ค่าทำให้เรียบ 3 ค่าได้แก่  และ  ซึ่งมีค่าอยู่ระหว่าง 0 ถึง 1 สำหรับค่าระดับ  

(Level Parameter) ค่าที่ใกล้เคียงกับ 1 บ่งชี้ว่าตัวแบบปรับให้เข้ากับการสังเกตล่าสุดอย่างรวดเร็ว ในขณะที่ค่าที่ใกล ้0 จะให้

ความสำคัญกับการสังเกตในอดีตมากกว่า ค่าแนวโน้ม  (Trend Parameter) ค่าสูงช่วยให้ตัวแบบปรับตัวเข้ากับการ

เปลี่ยนแปลงของแนวโน้มได้อย่างรวดเร็วในค่าสังเกตล่าสุด ในขณะที่ค่าต่ำจะทำให้ตัวแบบตอบสนองต่อการเปลี่ยนแปลงของ

แนวโน้มล่าสุดน้อยลง และค่าฤดูกาล  (Seasonal Parameter) เป็นอิทธิพลของฤดูกาลหรือดัชนีฤดูกาล ค่าที่สูงขึ้นส่งผลให้

มีความยืดหยุ่นและความไวต่อความผันผวนของฤดูกาลในคาบฤดูกาลล่าสุดมากขึ้น ในขณะที่ค่าที่ต่ำกว่าจะทำให้ตัวแบบมี

ความทนทานต่อการเปลี่ยนแปลงตามฤดูกาลในคาบฤดูกาลล่าสุด โดยในงานวิจัยนี้พิจารณาศึกษารูปแบบบวก และในการ

ค้นหาค่าพารามิเตอร์ที ่เหมาะสมจะใช้วิธีการค้นหาแบบกริด (Grid Search) ที่เป็นเทคนิคหนึ่งในการเรียนรู ้ของเครื ่อง 

(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด

จะเลือกพารามิเตอร์ที่ดีที่สุดที่พิจารณาจากค่าน้อยที่สุดของรากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย (Root Mean Square 

Error: RMSE) 

รูปแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (8) ตามลำดับ 

สำหรับ  (8) 

เมื่อ  คือ ค่าพยากรณ์ล่วงหน้า ณ เวลา   

  จำนวนช่วงเวลาที่ต้องการพยากรณ์ล่วงหน้า  คือระดับของอนุกรมเวลา ณ เวลา  และ  คือแนวโน้มของ

อนุกรมเวลา ณ เวลา  และ  คือส่วนประกอบฤดูกาลของอนุกรมเวลา ณ เวลา  คำนวณได้ดัง (9) (10) และ (11)  

  (9) 

 (10) 

  (11) 

2.3.3 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับโฮลต์-วินเทอร์  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ ดังนั ้นการประยุกต์ WOA เพื ่อค้นหา

ค่าพารามิเตอร์ที่เหมาะสมของตัวแบบ HW [15, 16] จะต้องดำเนินการอย่างถูกต้อง มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 สร้างพารามิเตอร์เริ่มต้น ตำแหน่งของวาฬแต่ละตัวแสดงถึงพารามิเตอร์สามตัว  ภายในขอบเขต 

[0, 1] 

ขั้นที่ 2: เลือกการเคลื่อนไหว วาฬแต่ละตัวเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหว การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม Figure  1 โดยมีตัวแปรนำเข้า

ของ WOA คือ ,  , , , และ . 

ขั้นที่ 3 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธี HW ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดีที่สุดได้และ

กำหนดเป็น  
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 และ 

ขั้นที่ 9 ประเมินและปรับปรุง ประเมินความแม่นยำของตัวแบบการพยากรณ์โดยเปรียบเทียบกับค่าจริง หากจำเป็นให้

ปรับปรุงตัวแบบการพยากรณ์ 

2.3.2 วิธีโฮลต์-วินเทอร์ (Holt-Winters Method: HW) 

วิธี HW เป็นหนึ่งในวิธีการทำให้เรียบ (Smoothing) เป็นวิธีการสร้างสมการพยากรณ์จากค่าสังเกตในอนุกรมเวลา

บางส่วนหรือทั้งหมดโดยให้น้ำหนักกับค่าสังเกตในอนุกรมเวลาแตกต่างกันแล้วแต่ส่วนประกอบของอนุกรมเวลา ในกรณีที่

ส่วนประกอบของข้อมูลอนุกรมเวลาที่พิจารณามีแนวโน้มและฤดูกาล จะสร้างตัวแบบพยากรณ์ด้วยวิธีการทำให้เรียบของ HW

รูปแบบบวกหรือแบบคูณ HW ใช้ค่าทำให้เรียบ 3 ค่าได้แก่  และ  ซึ่งมีค่าอยู่ระหว่าง 0 ถึง 1 สำหรับค่าระดับ  

(Level Parameter) ค่าที่ใกล้เคียงกับ 1 บ่งชี้ว่าตัวแบบปรับให้เข้ากับการสังเกตล่าสุดอย่างรวดเร็ว ในขณะที่ค่าที่ใกล ้0 จะให้

ความสำคัญกับการสังเกตในอดีตมากกว่า ค่าแนวโน้ม  (Trend Parameter) ค่าสูงช่วยให้ตัวแบบปรับตัวเข้ากับการ

เปลี่ยนแปลงของแนวโน้มได้อย่างรวดเร็วในค่าสังเกตล่าสุด ในขณะที่ค่าต่ำจะทำให้ตัวแบบตอบสนองต่อการเปลี่ยนแปลงของ

แนวโน้มล่าสุดน้อยลง และค่าฤดูกาล  (Seasonal Parameter) เป็นอิทธิพลของฤดูกาลหรือดัชนีฤดูกาล ค่าที่สูงขึ้นส่งผลให้

มีความยืดหยุ่นและความไวต่อความผันผวนของฤดูกาลในคาบฤดูกาลล่าสุดมากขึ้น ในขณะที่ค่าที่ต่ำกว่าจะทำให้ตัวแบบมี

ความทนทานต่อการเปลี่ยนแปลงตามฤดูกาลในคาบฤดูกาลล่าสุด โดยในงานวิจัยนี้พิจารณาศึกษารูปแบบบวก และในการ

ค้นหาค่าพารามิเตอร์ที ่เหมาะสมจะใช้วิธีการค้นหาแบบกริด (Grid Search) ที่เป็นเทคนิคหนึ่งในการเรียนรู ้ของเครื ่อง 

(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด

จะเลือกพารามิเตอร์ที่ดีที่สุดที่พิจารณาจากค่าน้อยที่สุดของรากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย (Root Mean Square 

Error: RMSE) 

รูปแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (8) ตามลำดับ 

สำหรับ  (8) 

เมื่อ  คือ ค่าพยากรณ์ล่วงหน้า ณ เวลา   

  จำนวนช่วงเวลาที่ต้องการพยากรณ์ล่วงหน้า  คือระดับของอนุกรมเวลา ณ เวลา  และ  คือแนวโน้มของ

อนุกรมเวลา ณ เวลา  และ  คือส่วนประกอบฤดูกาลของอนุกรมเวลา ณ เวลา  คำนวณได้ดัง (9) (10) และ (11)  

  (9) 

 (10) 

  (11) 

2.3.3 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับโฮลต์-วินเทอร์  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ ดังนั ้นการประยุกต์ WOA เพื ่อค้นหา

ค่าพารามิเตอร์ที่เหมาะสมของตัวแบบ HW [15, 16] จะต้องดำเนินการอย่างถูกต้อง มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 สร้างพารามิเตอร์เริ่มต้น ตำแหน่งของวาฬแต่ละตัวแสดงถึงพารามิเตอร์สามตัว  ภายในขอบเขต 

[0, 1] 

ขั้นที่ 2: เลือกการเคลื่อนไหว วาฬแต่ละตัวเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหว การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม Figure  1 โดยมีตัวแปรนำเข้า

ของ WOA คือ ,  , , , และ . 

ขั้นที่ 3 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธี HW ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดีที่สุดได้และ

กำหนดเป็น  

,a g d a

g

d

3201 =

1 (( 1)mod )
ˆ ˆˆ ˆ ,t p t t t s p sY T p S+ - + + -= + +b 1,2,...,p =

t̂ pY + t p+

p t̂T t ˆ
tb

t ˆ
tS t

1 1
ˆ ˆˆ ˆ( ) (1 )( ),t t t s t tT Y S T- - -= - + - +a a b

1 1
ˆ ˆˆ ˆ( ) (1 ) ,t t t tT T - -= - + -b g g b
ˆ ˆˆ( ) (1 ) ,t t t t sS Y T S -= - + -d d

( , , )i i i iX =
!

a g d

30N = max 1,000T = 180 sec.MaxTime = 50improveT = 3m =

*( )X
!

 ซึ่่�งมีีค่่าอยู่่�ระหว่่าง 0 ถึึง 1 สำหรัับค่่า

ระดับั 

ขั้นที่ 9 ประเมินและปรับปรุง ประเมินความแม่นยำของตัวแบบการพยากรณ์โดยเปรียบเทียบกับค่าจริง หากจำเป็นให้

ปรับปรุงตัวแบบการพยากรณ์ 

2.3.2 วิธีโฮลต์-วินเทอร์ (Holt-Winters Method: HW) 

วิธี HW เป็นหนึ่งในวิธีการทำให้เรียบ (Smoothing) เป็นวิธีการสร้างสมการพยากรณ์จากค่าสังเกตในอนุกรมเวลา

บางส่วนหรือทั้งหมดโดยให้น้ำหนักกับค่าสังเกตในอนุกรมเวลาแตกต่างกันแล้วแต่ส่วนประกอบของอนุกรมเวลา ในกรณีที่

ส่วนประกอบของข้อมูลอนุกรมเวลาที่พิจารณามีแนวโน้มและฤดูกาล จะสร้างตัวแบบพยากรณ์ด้วยวิธีการทำให้เรียบของ HW

รูปแบบบวกหรือแบบคูณ HW ใช้ค่าทำให้เรียบ 3 ค่าได้แก่  และ  ซึ่งมีค่าอยู่ระหว่าง 0 ถึง 1 สำหรับค่าระดับ  

(Level Parameter) ค่าที่ใกล้เคียงกับ 1 บ่งชี้ว่าตัวแบบปรับให้เข้ากับการสังเกตล่าสุดอย่างรวดเร็ว ในขณะที่ค่าที่ใกล ้0 จะให้

ความสำคัญกับการสังเกตในอดีตมากกว่า ค่าแนวโน้ม  (Trend Parameter) ค่าสูงช่วยให้ตัวแบบปรับตัวเข้ากับการ

เปลี่ยนแปลงของแนวโน้มได้อย่างรวดเร็วในค่าสังเกตล่าสุด ในขณะที่ค่าต่ำจะทำให้ตัวแบบตอบสนองต่อการเปลี่ยนแปลงของ

แนวโน้มล่าสุดน้อยลง และค่าฤดูกาล  (Seasonal Parameter) เป็นอิทธิพลของฤดูกาลหรือดัชนีฤดูกาล ค่าที่สูงขึ้นส่งผลให้

มีความยืดหยุ่นและความไวต่อความผันผวนของฤดูกาลในคาบฤดูกาลล่าสุดมากขึ้น ในขณะที่ค่าที่ต่ำกว่าจะทำให้ตัวแบบมี

ความทนทานต่อการเปลี่ยนแปลงตามฤดูกาลในคาบฤดูกาลล่าสุด โดยในงานวิจัยนี้พิจารณาศึกษารูปแบบบวก และในการ

ค้นหาค่าพารามิเตอร์ที ่เหมาะสมจะใช้วิธีการค้นหาแบบกริด (Grid Search) ที่เป็นเทคนิคหนึ่งในการเรียนรู ้ของเครื ่อง 

(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด

จะเลือกพารามิเตอร์ที่ดีที่สุดที่พิจารณาจากค่าน้อยที่สุดของรากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย (Root Mean Square 

Error: RMSE) 

รูปแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (8) ตามลำดับ 

สำหรับ  (8) 

เมื่อ  คือ ค่าพยากรณ์ล่วงหน้า ณ เวลา   

  จำนวนช่วงเวลาที่ต้องการพยากรณ์ล่วงหน้า  คือระดับของอนุกรมเวลา ณ เวลา  และ  คือแนวโน้มของ

อนุกรมเวลา ณ เวลา  และ  คือส่วนประกอบฤดูกาลของอนุกรมเวลา ณ เวลา  คำนวณได้ดัง (9) (10) และ (11)  

  (9) 

 (10) 

  (11) 

2.3.3 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับโฮลต์-วินเทอร์  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ ดังนั ้นการประยุกต์ WOA เพื ่อค้นหา

ค่าพารามิเตอร์ที่เหมาะสมของตัวแบบ HW [15, 16] จะต้องดำเนินการอย่างถูกต้อง มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 สร้างพารามิเตอร์เริ่มต้น ตำแหน่งของวาฬแต่ละตัวแสดงถึงพารามิเตอร์สามตัว  ภายในขอบเขต 

[0, 1] 

ขั้นที่ 2: เลือกการเคลื่อนไหว วาฬแต่ละตัวเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหว การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม Figure  1 โดยมีตัวแปรนำเข้า

ของ WOA คือ ,  , , , และ . 

ขั้นที่ 3 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธี HW ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดีที่สุดได้และ

กำหนดเป็น  
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 (Level Parameter) ค่าที่่�ใกล้้เคีียงกับั 1 บ่งชี้้�ว่า

ตััวแบบปรัับให้้เข้้ากัับการสัังเกตล่่าสุุดอย่่างรวดเร็็ว

ในขณะที่่�ค่าที่่�ใกล้้ 0 จะให้้ความสำคััญกัับการสัังเกต

ในอดีีตมากกว่่า ค่ าแนวโน้้ม 

ขั้นที่ 9 ประเมินและปรับปรุง ประเมินความแม่นยำของตัวแบบการพยากรณ์โดยเปรียบเทียบกับค่าจริง หากจำเป็นให้

ปรับปรุงตัวแบบการพยากรณ์ 

2.3.2 วิธโีฮลต์-วินเทอร์ (Holt-Winters Method: HW) 

วิธี HW เป็นหนึ่งในวิธีการทำให้เรียบ (Smoothing) เป็นวิธีการสร้างสมการพยากรณ์จากค่าสังเกตในอนุกรมเวลา

บางส่วนหรือทั้งหมดโดยให้น้ำหนักกับค่าสังเกตในอนุกรมเวลาแตกต่างกันแล้วแต่ส่วนประกอบของอนุกรมเวลา ในกรณีที่

ส่วนประกอบของข้อมูลอนุกรมเวลาที่พิจารณามีแนวโน้มและฤดูกาล จะสร้างตัวแบบพยากรณ์ด้วยวิธีการทำให้เรียบของ HW

รูปแบบบวกหรือแบบคูณ HW ใช้ค่าทำให้เรียบ 3 ค่าได้แก่  และ  ซึ่งมีค่าอยู่ระหว่าง 0 ถึง 1 สำหรับค่าระดับ  

(Level Parameter) ค่าที่ใกล้เคียงกับ 1 บ่งชี้ว่าตัวแบบปรับให้เข้ากับการสังเกตล่าสุดอย่างรวดเร็ว ในขณะที่ค่าที่ใกล ้0 จะให้

ความสำคัญกับการสังเกตในอดีตมากกว่า ค่าแนวโน้ม  (Trend Parameter) ค่าสูงช่วยให้ตัวแบบปรับตัวเข้ากับการ

เปลี่ยนแปลงของแนวโน้มได้อย่างรวดเร็วในค่าสังเกตล่าสุด ในขณะที่ค่าต่ำจะทำให้ตัวแบบตอบสนองต่อการเปลี่ยนแปลงของ

แนวโน้มล่าสุดน้อยลง และค่าฤดูกาล  (Seasonal Parameter) เป็นอิทธิพลของฤดูกาลหรือดัชนีฤดูกาล ค่าที่สูงขึ้นส่งผลให้

มีความยืดหยุ่นและความไวต่อความผันผวนของฤดูกาลในคาบฤดูกาลล่าสุดมากขึ้น ในขณะที่ค่าที่ต่ำกว่าจะทำให้ตัวแบบมี

ความทนทานต่อการเปลี่ยนแปลงตามฤดูกาลในคาบฤดูกาลล่าสุด โดยในงานวิจัยนี้พิจารณาศึกษารูปแบบบวก และในการ

ค้นหาค่าพารามิเตอร์ที ่เหมาะสมจะใช้วิธีการค้นหาแบบกริด (Grid Search) ที่เป็นเทคนิคหนึ่งในการเรียนรู ้ของเครื ่อง 

(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด

จะเลือกพารามิเตอร์ที่ดีที่สุดที่พิจารณาจากค่าน้อยที่สุดของรากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย (Root Mean Square 

Error: RMSE) 

รูปแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (8) ตามลำดับ 

สำหรับ  (8) 

เมื่อ  คือ ค่าพยากรณ์ล่วงหน้า ณ เวลา   

  จำนวนช่วงเวลาที่ต้องการพยากรณ์ล่วงหน้า  คือระดับของอนุกรมเวลา ณ เวลา  และ  คือแนวโน้มของ

อนุกรมเวลา ณ เวลา  และ  คือส่วนประกอบฤดูกาลของอนุกรมเวลา ณ เวลา  คำนวณได้ดัง (9) (10) และ (11)  

  (9) 

 (10) 

  (11) 

2.3.3 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับโฮลต์-วินเทอร์  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ ดังนั ้นการประยุกต์ WOA เพื ่อค้นหา

ค่าพารามิเตอร์ที่เหมาะสมของตัวแบบ HW [15, 16] จะต้องดำเนินการอย่างถูกต้อง มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 สร้างพารามิเตอร์เริ่มต้น ตำแหน่งของวาฬแต่ละตัวแสดงถึงพารามิเตอร์สามตัว  ภายในขอบเขต 

[0, 1] 

ขั้นที่ 2: เลือกการเคลื่อนไหว วาฬแต่ละตัวเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหว การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม Figure  1 โดยมีตัวแปรนำเข้า

ของ WOA คือ ,  , , , และ . 

ขั้นที่ 3 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธี HW ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดีที่สุดได้และ

กำหนดเป็น  
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 (Trend Parameter) 

ค่่าสููงช่่วยให้้ตััวแบบปรัับตััวเข้้ากัับการเปลี่่�ยนแปลงของ

แนวโน้้มได้้อย่่างรวดเร็็วในค่่าสัังเกตล่่าสุุด ในขณะที่่�

ค่่าต่่ำจะทำให้้ตััวแบบตอบสนองต่่อการเปลี่่�ยนแปลง

ของแนวโน้้มล่่าสุุดน้้อยลง และค่่าฤดููกาล 

ขั้นที่ 9 ประเมินและปรับปรุง ประเมินความแม่นยำของตัวแบบการพยากรณ์โดยเปรียบเทียบกับค่าจริง หากจำเป็นให้

ปรับปรุงตัวแบบการพยากรณ์ 

2.3.2 วิธีโฮลต์-วินเทอร์ (Holt-Winters Method: HW) 

วิธี HW เป็นหนึ่งในวิธีการทำให้เรียบ (Smoothing) เป็นวิธีการสร้างสมการพยากรณ์จากค่าสังเกตในอนุกรมเวลา

บางส่วนหรือทั้งหมดโดยให้น้ำหนักกับค่าสังเกตในอนุกรมเวลาแตกต่างกันแล้วแต่ส่วนประกอบของอนุกรมเวลา ในกรณีที่

ส่วนประกอบของข้อมูลอนุกรมเวลาที่พิจารณามีแนวโน้มและฤดูกาล จะสร้างตัวแบบพยากรณ์ด้วยวิธีการทำให้เรียบของ HW

รูปแบบบวกหรือแบบคูณ HW ใช้ค่าทำให้เรียบ 3 ค่าได้แก่  และ  ซึ่งมีค่าอยู่ระหว่าง 0 ถึง 1 สำหรับค่าระดับ  

(Level Parameter) ค่าที่ใกล้เคียงกับ 1 บ่งชี้ว่าตัวแบบปรับให้เข้ากับการสังเกตล่าสุดอย่างรวดเร็ว ในขณะที่ค่าที่ใกล ้0 จะให้

ความสำคัญกับการสังเกตในอดีตมากกว่า ค่าแนวโน้ม  (Trend Parameter) ค่าสูงช่วยให้ตัวแบบปรับตัวเข้ากับการ

เปลี่ยนแปลงของแนวโน้มได้อย่างรวดเร็วในค่าสังเกตล่าสุด ในขณะที่ค่าต่ำจะทำให้ตัวแบบตอบสนองต่อการเปลี่ยนแปลงของ

แนวโน้มล่าสุดน้อยลง และค่าฤดูกาล  (Seasonal Parameter) เป็นอิทธิพลของฤดูกาลหรือดัชนีฤดูกาล ค่าที่สูงขึ้นส่งผลให้

มีความยืดหยุ่นและความไวต่อความผันผวนของฤดูกาลในคาบฤดูกาลล่าสุดมากขึ้น ในขณะที่ค่าที่ต่ำกว่าจะทำให้ตัวแบบมี

ความทนทานต่อการเปลี่ยนแปลงตามฤดูกาลในคาบฤดูกาลล่าสุด โดยในงานวิจัยนี้พิจารณาศึกษารูปแบบบวก และในการ

ค้นหาค่าพารามิเตอร์ที ่เหมาะสมจะใช้วิธีการค้นหาแบบกริด (Grid Search) ที่เป็นเทคนิคหนึ่งในการเรียนรู ้ของเครื ่อง 

(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด

จะเลือกพารามิเตอร์ที่ดีที่สุดที่พิจารณาจากค่าน้อยที่สุดของรากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย (Root Mean Square 

Error: RMSE) 

รูปแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (8) ตามลำดับ 

สำหรับ  (8) 

เมื่อ  คือ ค่าพยากรณ์ล่วงหน้า ณ เวลา   

  จำนวนช่วงเวลาที่ต้องการพยากรณ์ล่วงหน้า  คือระดับของอนุกรมเวลา ณ เวลา  และ  คือแนวโน้มของ

อนุกรมเวลา ณ เวลา  และ  คือส่วนประกอบฤดูกาลของอนุกรมเวลา ณ เวลา  คำนวณได้ดัง (9) (10) และ (11)  

  (9) 

 (10) 

  (11) 

2.3.3 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับโฮลต์-วินเทอร์  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ ดังนั ้นการประยุกต์ WOA เพื ่อค้นหา

ค่าพารามิเตอร์ที่เหมาะสมของตัวแบบ HW [15, 16] จะต้องดำเนินการอย่างถูกต้อง มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 สร้างพารามิเตอร์เริ่มต้น ตำแหน่งของวาฬแต่ละตัวแสดงถึงพารามิเตอร์สามตัว  ภายในขอบเขต 

[0, 1] 

ขั้นที่ 2: เลือกการเคลื่อนไหว วาฬแต่ละตัวเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหว การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม Figure  1 โดยมีตัวแปรนำเข้า

ของ WOA คือ ,  , , , และ . 

ขั้นที่ 3 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธี HW ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดีที่สุดได้และ

กำหนดเป็น  
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 (Seasonal 

Parameter) เป็็นอิิทธิิพลของฤดููกาลหรืือดััชนีีฤดููกาล 

ค่่ าที่่�สู ู งขึ้้� น ส่่ งผลให้้ มีีความยืืดหยุ่่� นและความไว

ต่่อความผัันผวนของฤดููกาลในคาบฤดููกาลล่่าสุุดมากขึ้้�น 

ในขณะที่่�ค่าที่่�ต่ำกว่่าจะทำให้้ตััวแบบมีีความทนทาน

ต่่อการเปลี่่�ยนแปลงตามฤดููกาลในคาบฤดููกาลล่่าสุุด 

โดยในงานวิิจััยนี้้�พิิจารณาศึึกษารููปแบบบวก และในการ

ค้้นหาค่่าพารามิิเตอร์์ที่่�เหมาะสมจะใช้้วิิธีีการค้้นหา

แบบกริิด (Grid Search) ที่่�เป็็นเทคนิิคหนึ่่�งในการเรีียนรู้้�

ของเครื่่�อง (Machine Learning) ซึ่่� งเกี่่�ยวข้้องกัับ

การเปลี่่�ยนแปลงค่่าพารามิิเตอร์์ในทศนิิยม 3 ตำแหน่่ง 

ในอััตราเพิ่่�มครั้้�งละ 0.005 เริ่่�มจาก 0 ถึึง 1 ส่่งผลให้้มีี

การวนซ้้ำทั้้�งหมด 2013 = 8,120,601 ครั้้�ง เรีียกวิิธีี
การศึึกษานี้้�ว่า Classic-HW เมื่่�อการคำนวณสิ้้�นสุุด

จะเลืือกพารามิิเตอร์์ที่่�ดีีที่่�สุุดที่่�พิจารณาจากค่่าน้้อยที่่�สุด

ของรากของค่า่คลาดเคลื่่�อนกำลังัสองเฉลี่่�ย (Root Mean 

Square Error: RMSE)

รูปูแบบบวก ตัวัแบบและตัวัแบบพยากรณ์ด์ังั (6) 

และ (8) ตามลำดัับ

ขั้นที่ 9 ประเมินและปรับปรุง ประเมินความแม่นยำของตัวแบบการพยากรณ์โดยเปรียบเทียบกับค่าจริง หากจำเป็นให้

ปรับปรุงตัวแบบการพยากรณ์ 

2.3.2 วิธโีฮลต์-วินเทอร์ (Holt-Winters Method: HW) 

วิธี HW เป็นหนึ่งในวิธีการทำให้เรียบ (Smoothing) เป็นวิธีการสร้างสมการพยากรณ์จากค่าสังเกตในอนุกรมเวลา

บางส่วนหรือทั้งหมดโดยให้น้ำหนักกับค่าสังเกตในอนุกรมเวลาแตกต่างกันแล้วแต่ส่วนประกอบของอนุกรมเวลา ในกรณีที่

ส่วนประกอบของข้อมูลอนุกรมเวลาที่พิจารณามีแนวโน้มและฤดูกาล จะสร้างตัวแบบพยากรณ์ด้วยวิธีการทำให้เรียบของ HW

รูปแบบบวกหรือแบบคูณ HW ใช้ค่าทำให้เรียบ 3 ค่าได้แก่  และ  ซึ่งมีค่าอยู่ระหว่าง 0 ถึง 1 สำหรับค่าระดับ  

(Level Parameter) ค่าที่ใกล้เคียงกับ 1 บ่งชี้ว่าตัวแบบปรับให้เข้ากับการสังเกตล่าสุดอย่างรวดเร็ว ในขณะที่ค่าที่ใกล ้0 จะให้

ความสำคัญกับการสังเกตในอดีตมากกว่า ค่าแนวโน้ม  (Trend Parameter) ค่าสูงช่วยให้ตัวแบบปรับตัวเข้ากับการ

เปลี่ยนแปลงของแนวโน้มได้อย่างรวดเร็วในค่าสังเกตล่าสุด ในขณะที่ค่าต่ำจะทำให้ตัวแบบตอบสนองต่อการเปลี่ยนแปลงของ

แนวโน้มล่าสุดน้อยลง และค่าฤดูกาล  (Seasonal Parameter) เป็นอิทธิพลของฤดูกาลหรือดัชนีฤดูกาล ค่าที่สูงขึ้นส่งผลให้

มีความยืดหยุ่นและความไวต่อความผันผวนของฤดูกาลในคาบฤดูกาลล่าสุดมากขึ้น ในขณะที่ค่าที่ต่ำกว่าจะทำให้ตัวแบบมี

ความทนทานต่อการเปลี่ยนแปลงตามฤดูกาลในคาบฤดูกาลล่าสุด โดยในงานวิจัยนี้พิจารณาศึกษารูปแบบบวก และในการ

ค้นหาค่าพารามิเตอร์ที ่เหมาะสมจะใช้วิธีการค้นหาแบบกริด (Grid Search) ที่เป็นเทคนิคหนึ่งในการเรียนรู ้ของเครื ่อง 

(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด

จะเลือกพารามิเตอร์ที่ดีที่สุดที่พิจารณาจากค่าน้อยที่สุดของรากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย (Root Mean Square 

Error: RMSE) 

รูปแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (8) ตามลำดับ 

สำหรับ  (8) 

เมื่อ  คือ ค่าพยากรณ์ล่วงหน้า ณ เวลา   

  จำนวนช่วงเวลาที่ต้องการพยากรณ์ล่วงหน้า  คือระดับของอนุกรมเวลา ณ เวลา  และ  คือแนวโน้มของ

อนุกรมเวลา ณ เวลา  และ  คือส่วนประกอบฤดูกาลของอนุกรมเวลา ณ เวลา  คำนวณได้ดัง (9) (10) และ (11)  

  (9) 

 (10) 

  (11) 

2.3.3 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับโฮลต์-วินเทอร์  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ ดังนั ้นการประยุกต์ WOA เพื ่อค้นหา

ค่าพารามิเตอร์ที่เหมาะสมของตัวแบบ HW [15, 16] จะต้องดำเนินการอย่างถูกต้อง มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 สร้างพารามิเตอร์เริ่มต้น ตำแหน่งของวาฬแต่ละตัวแสดงถึงพารามิเตอร์สามตัว  ภายในขอบเขต 

[0, 1] 

ขั้นที่ 2: เลือกการเคลื่อนไหว วาฬแต่ละตัวเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหว การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม Figure  1 โดยมีตัวแปรนำเข้า

ของ WOA คือ ,  , , , และ . 

ขั้นที่ 3 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธี HW ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดีที่สุดได้และ

กำหนดเป็น  
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ขั้นที่ 9 ประเมินและปรับปรุง ประเมินความแม่นยำของตัวแบบการพยากรณ์โดยเปรียบเทียบกับค่าจริง หากจำเป็นให้

ปรับปรุงตัวแบบการพยากรณ์ 

2.3.2 วิธีโฮลต์-วินเทอร์ (Holt-Winters Method: HW) 

วิธี HW เป็นหนึ่งในวิธีการทำให้เรียบ (Smoothing) เป็นวิธีการสร้างสมการพยากรณ์จากค่าสังเกตในอนุกรมเวลา

บางส่วนหรือทั้งหมดโดยให้น้ำหนักกับค่าสังเกตในอนุกรมเวลาแตกต่างกันแล้วแต่ส่วนประกอบของอนุกรมเวลา ในกรณีที่

ส่วนประกอบของข้อมูลอนุกรมเวลาที่พิจารณามีแนวโน้มและฤดูกาล จะสร้างตัวแบบพยากรณ์ด้วยวิธีการทำให้เรียบของ HW

รูปแบบบวกหรือแบบคูณ HW ใช้ค่าทำให้เรียบ 3 ค่าได้แก่  และ  ซึ่งมีค่าอยู่ระหว่าง 0 ถึง 1 สำหรับค่าระดับ  

(Level Parameter) ค่าที่ใกล้เคียงกับ 1 บ่งชี้ว่าตัวแบบปรับให้เข้ากับการสังเกตล่าสุดอย่างรวดเร็ว ในขณะที่ค่าที่ใกล ้0 จะให้

ความสำคัญกับการสังเกตในอดีตมากกว่า ค่าแนวโน้ม  (Trend Parameter) ค่าสูงช่วยให้ตัวแบบปรับตัวเข้ากับการ

เปลี่ยนแปลงของแนวโน้มได้อย่างรวดเร็วในค่าสังเกตล่าสุด ในขณะที่ค่าต่ำจะทำให้ตัวแบบตอบสนองต่อการเปลี่ยนแปลงของ

แนวโน้มล่าสุดน้อยลง และค่าฤดูกาล  (Seasonal Parameter) เป็นอิทธิพลของฤดูกาลหรือดัชนีฤดูกาล ค่าที่สูงขึ้นส่งผลให้

มีความยืดหยุ่นและความไวต่อความผันผวนของฤดูกาลในคาบฤดูกาลล่าสุดมากขึ้น ในขณะที่ค่าที่ต่ำกว่าจะทำให้ตัวแบบมี

ความทนทานต่อการเปลี่ยนแปลงตามฤดูกาลในคาบฤดูกาลล่าสุด โดยในงานวิจัยนี้พิจารณาศึกษารูปแบบบวก และในการ

ค้นหาค่าพารามิเตอร์ที ่เหมาะสมจะใช้วิธีการค้นหาแบบกริด (Grid Search) ที่เป็นเทคนิคหนึ่งในการเรียนรู ้ของเครื ่อง 

(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด

จะเลือกพารามิเตอร์ที่ดีที่สุดที่พิจารณาจากค่าน้อยที่สุดของรากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย (Root Mean Square 

Error: RMSE) 

รูปแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (8) ตามลำดับ 

สำหรับ  (8) 

เมื่อ  คือ ค่าพยากรณ์ล่วงหน้า ณ เวลา   

  จำนวนช่วงเวลาที่ต้องการพยากรณ์ล่วงหน้า  คือระดับของอนุกรมเวลา ณ เวลา  และ  คือแนวโน้มของ

อนุกรมเวลา ณ เวลา  และ  คือส่วนประกอบฤดูกาลของอนุกรมเวลา ณ เวลา  คำนวณได้ดัง (9) (10) และ (11)  

  (9) 

 (10) 

  (11) 

2.3.3 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับโฮลต์-วินเทอร์  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ ดังนั ้นการประยุกต์ WOA เพื ่อค้นหา

ค่าพารามิเตอร์ที่เหมาะสมของตัวแบบ HW [15, 16] จะต้องดำเนินการอย่างถูกต้อง มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 สร้างพารามิเตอร์เริ่มต้น ตำแหน่งของวาฬแต่ละตัวแสดงถึงพารามิเตอร์สามตัว  ภายในขอบเขต 

[0, 1] 

ขั้นที่ 2: เลือกการเคลื่อนไหว วาฬแต่ละตัวเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหว การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม Figure  1 โดยมีตัวแปรนำเข้า

ของ WOA คือ ,  , , , และ . 

ขั้นที่ 3 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธี HW ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดีที่สุดได้และ

กำหนดเป็น  
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ขั้นที่ 9 ประเมินและปรับปรุง ประเมินความแม่นยำของตัวแบบการพยากรณ์โดยเปรียบเทียบกับค่าจริง หากจำเป็นให้

ปรับปรุงตัวแบบการพยากรณ์ 

2.3.2 วิธีโฮลต์-วินเทอร์ (Holt-Winters Method: HW) 

วิธี HW เป็นหนึ่งในวิธีการทำให้เรียบ (Smoothing) เป็นวิธีการสร้างสมการพยากรณ์จากค่าสังเกตในอนุกรมเวลา

บางส่วนหรือทั้งหมดโดยให้น้ำหนักกับค่าสังเกตในอนุกรมเวลาแตกต่างกันแล้วแต่ส่วนประกอบของอนุกรมเวลา ในกรณีที่

ส่วนประกอบของข้อมูลอนุกรมเวลาที่พิจารณามีแนวโน้มและฤดูกาล จะสร้างตัวแบบพยากรณ์ด้วยวิธีการทำให้เรียบของ HW

รูปแบบบวกหรือแบบคูณ HW ใช้ค่าทำให้เรียบ 3 ค่าได้แก่  และ  ซึ่งมีค่าอยู่ระหว่าง 0 ถึง 1 สำหรับค่าระดับ  

(Level Parameter) ค่าที่ใกล้เคียงกับ 1 บ่งชี้ว่าตัวแบบปรับให้เข้ากับการสังเกตล่าสุดอย่างรวดเร็ว ในขณะที่ค่าที่ใกล ้0 จะให้

ความสำคัญกับการสังเกตในอดีตมากกว่า ค่าแนวโน้ม  (Trend Parameter) ค่าสูงช่วยให้ตัวแบบปรับตัวเข้ากับการ

เปลี่ยนแปลงของแนวโน้มได้อย่างรวดเร็วในค่าสังเกตล่าสุด ในขณะที่ค่าต่ำจะทำให้ตัวแบบตอบสนองต่อการเปลี่ยนแปลงของ

แนวโน้มล่าสุดน้อยลง และค่าฤดูกาล  (Seasonal Parameter) เป็นอิทธิพลของฤดูกาลหรือดัชนีฤดูกาล ค่าที่สูงขึ้นส่งผลให้

มีความยืดหยุ่นและความไวต่อความผันผวนของฤดูกาลในคาบฤดูกาลล่าสุดมากขึ้น ในขณะที่ค่าที่ต่ำกว่าจะทำให้ตัวแบบมี

ความทนทานต่อการเปลี่ยนแปลงตามฤดูกาลในคาบฤดูกาลล่าสุด โดยในงานวิจัยนี้พิจารณาศึกษารูปแบบบวก และในการ

ค้นหาค่าพารามิเตอร์ที ่เหมาะสมจะใช้วิธีการค้นหาแบบกริด (Grid Search) ที่เป็นเทคนิคหนึ่งในการเรียนรู ้ของเครื ่อง 

(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด

จะเลือกพารามิเตอร์ที่ดีที่สุดที่พิจารณาจากค่าน้อยที่สุดของรากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย (Root Mean Square 

Error: RMSE) 

รูปแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (8) ตามลำดับ 

สำหรับ  (8) 

เมื่อ  คือ ค่าพยากรณ์ล่วงหน้า ณ เวลา   

  จำนวนช่วงเวลาที่ต้องการพยากรณ์ล่วงหน้า  คือระดับของอนุกรมเวลา ณ เวลา  และ  คือแนวโน้มของ

อนุกรมเวลา ณ เวลา  และ  คือส่วนประกอบฤดูกาลของอนุกรมเวลา ณ เวลา  คำนวณได้ดัง (9) (10) และ (11)  

  (9) 

 (10) 

  (11) 

2.3.3 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับโฮลต์-วินเทอร์  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ ดังนั ้นการประยุกต์ WOA เพื ่อค้นหา

ค่าพารามิเตอร์ที่เหมาะสมของตัวแบบ HW [15, 16] จะต้องดำเนินการอย่างถูกต้อง มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 สร้างพารามิเตอร์เริ่มต้น ตำแหน่งของวาฬแต่ละตัวแสดงถึงพารามิเตอร์สามตัว  ภายในขอบเขต 

[0, 1] 

ขั้นที่ 2: เลือกการเคลื่อนไหว วาฬแต่ละตัวเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหว การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม Figure  1 โดยมีตัวแปรนำเข้า

ของ WOA คือ ,  , , , และ . 

ขั้นที่ 3 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธี HW ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดีที่สุดได้และ

กำหนดเป็น  
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 คืือ ค่่าพยากรณ์์ล่่วงหน้้า ณ เวลา 

ขั้นที่ 9 ประเมินและปรับปรุง ประเมินความแม่นยำของตัวแบบการพยากรณ์โดยเปรียบเทียบกับค่าจริง หากจำเป็นให้

ปรับปรุงตัวแบบการพยากรณ์ 

2.3.2 วิธีโฮลต์-วินเทอร์ (Holt-Winters Method: HW) 

วิธี HW เป็นหนึ่งในวิธีการทำให้เรียบ (Smoothing) เป็นวิธีการสร้างสมการพยากรณ์จากค่าสังเกตในอนุกรมเวลา

บางส่วนหรือทั้งหมดโดยให้น้ำหนักกับค่าสังเกตในอนุกรมเวลาแตกต่างกันแล้วแต่ส่วนประกอบของอนุกรมเวลา ในกรณีที่

ส่วนประกอบของข้อมูลอนุกรมเวลาที่พิจารณามีแนวโน้มและฤดูกาล จะสร้างตัวแบบพยากรณ์ด้วยวิธีการทำให้เรียบของ HW

รูปแบบบวกหรือแบบคูณ HW ใช้ค่าทำให้เรียบ 3 ค่าได้แก่  และ  ซึ่งมีค่าอยู่ระหว่าง 0 ถึง 1 สำหรับค่าระดับ  

(Level Parameter) ค่าที่ใกล้เคียงกับ 1 บ่งชี้ว่าตัวแบบปรับให้เข้ากับการสังเกตล่าสุดอย่างรวดเร็ว ในขณะที่ค่าที่ใกล ้0 จะให้

ความสำคัญกับการสังเกตในอดีตมากกว่า ค่าแนวโน้ม  (Trend Parameter) ค่าสูงช่วยให้ตัวแบบปรับตัวเข้ากับการ

เปลี่ยนแปลงของแนวโน้มได้อย่างรวดเร็วในค่าสังเกตล่าสุด ในขณะที่ค่าต่ำจะทำให้ตัวแบบตอบสนองต่อการเปลี่ยนแปลงของ

แนวโน้มล่าสุดน้อยลง และค่าฤดูกาล  (Seasonal Parameter) เป็นอิทธิพลของฤดูกาลหรือดัชนีฤดูกาล ค่าที่สูงขึ้นส่งผลให้

มีความยืดหยุ่นและความไวต่อความผันผวนของฤดูกาลในคาบฤดูกาลล่าสุดมากขึ้น ในขณะที่ค่าที่ต่ำกว่าจะทำให้ตัวแบบมี

ความทนทานต่อการเปลี่ยนแปลงตามฤดูกาลในคาบฤดูกาลล่าสุด โดยในงานวิจัยนี้พิจารณาศึกษารูปแบบบวก และในการ

ค้นหาค่าพารามิเตอร์ที ่เหมาะสมจะใช้วิธีการค้นหาแบบกริด (Grid Search) ที่เป็นเทคนิคหนึ่งในการเรียนรู ้ของเครื ่อง 

(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด

จะเลือกพารามิเตอร์ที่ดีที่สุดที่พิจารณาจากค่าน้อยที่สุดของรากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย (Root Mean Square 

Error: RMSE) 

รูปแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (8) ตามลำดับ 

สำหรับ  (8) 

เมื่อ  คือ ค่าพยากรณ์ล่วงหน้า ณ เวลา   

  จำนวนช่วงเวลาที่ต้องการพยากรณ์ล่วงหน้า  คือระดับของอนุกรมเวลา ณ เวลา  และ  คือแนวโน้มของ

อนุกรมเวลา ณ เวลา  และ  คือส่วนประกอบฤดูกาลของอนุกรมเวลา ณ เวลา  คำนวณได้ดัง (9) (10) และ (11)  

  (9) 

 (10) 

  (11) 

2.3.3 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับโฮลต์-วินเทอร์  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ ดังนั ้นการประยุกต์ WOA เพื ่อค้นหา

ค่าพารามิเตอร์ที่เหมาะสมของตัวแบบ HW [15, 16] จะต้องดำเนินการอย่างถูกต้อง มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 สร้างพารามิเตอร์เริ่มต้น ตำแหน่งของวาฬแต่ละตัวแสดงถึงพารามิเตอร์สามตัว  ภายในขอบเขต 

[0, 1] 

ขั้นที่ 2: เลือกการเคลื่อนไหว วาฬแต่ละตัวเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหว การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม Figure  1 โดยมีตัวแปรนำเข้า

ของ WOA คือ ,  , , , และ . 

ขั้นที่ 3 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธี HW ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดีที่สุดได้และ
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ขั้นที่ 9 ประเมินและปรับปรุง ประเมินความแม่นยำของตัวแบบการพยากรณ์โดยเปรียบเทียบกับค่าจริง หากจำเป็นให้

ปรับปรุงตัวแบบการพยากรณ์ 

2.3.2 วิธีโฮลต์-วินเทอร์ (Holt-Winters Method: HW) 

วิธี HW เป็นหนึ่งในวิธีการทำให้เรียบ (Smoothing) เป็นวิธีการสร้างสมการพยากรณ์จากค่าสังเกตในอนุกรมเวลา

บางส่วนหรือทั้งหมดโดยให้น้ำหนักกับค่าสังเกตในอนุกรมเวลาแตกต่างกันแล้วแต่ส่วนประกอบของอนุกรมเวลา ในกรณีที่

ส่วนประกอบของข้อมูลอนุกรมเวลาที่พิจารณามีแนวโน้มและฤดูกาล จะสร้างตัวแบบพยากรณ์ด้วยวิธีการทำให้เรียบของ HW

รูปแบบบวกหรือแบบคูณ HW ใช้ค่าทำให้เรียบ 3 ค่าได้แก่  และ  ซึ่งมีค่าอยู่ระหว่าง 0 ถึง 1 สำหรับค่าระดับ  

(Level Parameter) ค่าที่ใกล้เคียงกับ 1 บ่งชี้ว่าตัวแบบปรับให้เข้ากับการสังเกตล่าสุดอย่างรวดเร็ว ในขณะที่ค่าที่ใกล ้0 จะให้
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เปลี่ยนแปลงของแนวโน้มได้อย่างรวดเร็วในค่าสังเกตล่าสุด ในขณะที่ค่าต่ำจะทำให้ตัวแบบตอบสนองต่อการเปลี่ยนแปลงของ

แนวโน้มล่าสุดน้อยลง และค่าฤดูกาล  (Seasonal Parameter) เป็นอิทธิพลของฤดูกาลหรือดัชนีฤดูกาล ค่าที่สูงขึ้นส่งผลให้

มีความยืดหยุ่นและความไวต่อความผันผวนของฤดูกาลในคาบฤดูกาลล่าสุดมากขึ้น ในขณะที่ค่าที่ต่ำกว่าจะทำให้ตัวแบบมี
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(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด

จะเลือกพารามิเตอร์ที่ดีที่สุดที่พิจารณาจากค่าน้อยที่สุดของรากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย (Root Mean Square 

Error: RMSE) 
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เปลี่ยนแปลงของแนวโน้มได้อย่างรวดเร็วในค่าสังเกตล่าสุด ในขณะที่ค่าต่ำจะทำให้ตัวแบบตอบสนองต่อการเปลี่ยนแปลงของ

แนวโน้มล่าสุดน้อยลง และค่าฤดูกาล  (Seasonal Parameter) เป็นอิทธิพลของฤดูกาลหรือดัชนีฤดูกาล ค่าที่สูงขึ้นส่งผลให้

มีความยืดหยุ่นและความไวต่อความผันผวนของฤดูกาลในคาบฤดูกาลล่าสุดมากขึ้น ในขณะที่ค่าที่ต่ำกว่าจะทำให้ตัวแบบมี

ความทนทานต่อการเปลี่ยนแปลงตามฤดูกาลในคาบฤดูกาลล่าสุด โดยในงานวิจัยนี้พิจารณาศึกษารูปแบบบวก และในการ

ค้นหาค่าพารามิเตอร์ที ่เหมาะสมจะใช้วิธีการค้นหาแบบกริด (Grid Search) ที่เป็นเทคนิคหนึ่งในการเรียนรู ้ของเครื ่อง 

(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด

จะเลือกพารามิเตอร์ที่ดีที่สุดที่พิจารณาจากค่าน้อยที่สุดของรากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย (Root Mean Square 

Error: RMSE) 

รูปแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (8) ตามลำดับ 

สำหรับ  (8) 

เมื่อ  คือ ค่าพยากรณ์ล่วงหน้า ณ เวลา   

  จำนวนช่วงเวลาที่ต้องการพยากรณ์ล่วงหน้า  คือระดับของอนุกรมเวลา ณ เวลา  และ  คือแนวโน้มของ

อนุกรมเวลา ณ เวลา  และ  คือส่วนประกอบฤดูกาลของอนุกรมเวลา ณ เวลา  คำนวณได้ดัง (9) (10) และ (11)  

  (9) 

 (10) 

  (11) 

2.3.3 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับโฮลต์-วินเทอร์  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ ดังนั ้นการประยุกต์ WOA เพื ่อค้นหา

ค่าพารามิเตอร์ที่เหมาะสมของตัวแบบ HW [15, 16] จะต้องดำเนินการอย่างถูกต้อง มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 สร้างพารามิเตอร์เริ่มต้น ตำแหน่งของวาฬแต่ละตัวแสดงถึงพารามิเตอร์สามตัว  ภายในขอบเขต 

[0, 1] 

ขั้นที่ 2: เลือกการเคลื่อนไหว วาฬแต่ละตัวเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหว การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม Figure  1 โดยมีตัวแปรนำเข้า

ของ WOA คือ ,  , , , และ . 

ขั้นที่ 3 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธี HW ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดีที่สุดได้และ

กำหนดเป็น  
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แนวโน้้มของอนุุกรมเวลา ณ เวลา t และ 

ขั้นที่ 9 ประเมินและปรับปรุง ประเมินความแม่นยำของตัวแบบการพยากรณ์โดยเปรียบเทียบกับค่าจริง หากจำเป็นให้

ปรับปรุงตัวแบบการพยากรณ์ 

2.3.2 วิธีโฮลต์-วินเทอร์ (Holt-Winters Method: HW) 

วิธี HW เป็นหนึ่งในวิธีการทำให้เรียบ (Smoothing) เป็นวิธีการสร้างสมการพยากรณ์จากค่าสังเกตในอนุกรมเวลา

บางส่วนหรือทั้งหมดโดยให้น้ำหนักกับค่าสังเกตในอนุกรมเวลาแตกต่างกันแล้วแต่ส่วนประกอบของอนุกรมเวลา ในกรณีที่

ส่วนประกอบของข้อมูลอนุกรมเวลาที่พิจารณามีแนวโน้มและฤดูกาล จะสร้างตัวแบบพยากรณ์ด้วยวิธีการทำให้เรียบของ HW

รูปแบบบวกหรือแบบคูณ HW ใช้ค่าทำให้เรียบ 3 ค่าได้แก่  และ  ซึ่งมีค่าอยู่ระหว่าง 0 ถึง 1 สำหรับค่าระดับ  

(Level Parameter) ค่าที่ใกล้เคียงกับ 1 บ่งชี้ว่าตัวแบบปรับให้เข้ากับการสังเกตล่าสุดอย่างรวดเร็ว ในขณะที่ค่าที่ใกล ้0 จะให้

ความสำคัญกับการสังเกตในอดีตมากกว่า ค่าแนวโน้ม  (Trend Parameter) ค่าสูงช่วยให้ตัวแบบปรับตัวเข้ากับการ

เปลี่ยนแปลงของแนวโน้มได้อย่างรวดเร็วในค่าสังเกตล่าสุด ในขณะที่ค่าต่ำจะทำให้ตัวแบบตอบสนองต่อการเปลี่ยนแปลงของ

แนวโน้มล่าสุดน้อยลง และค่าฤดูกาล  (Seasonal Parameter) เป็นอิทธิพลของฤดูกาลหรือดัชนีฤดูกาล ค่าที่สูงขึ้นส่งผลให้

มีความยืดหยุ่นและความไวต่อความผันผวนของฤดูกาลในคาบฤดูกาลล่าสุดมากขึ้น ในขณะที่ค่าที่ต่ำกว่าจะทำให้ตัวแบบมี

ความทนทานต่อการเปลี่ยนแปลงตามฤดูกาลในคาบฤดูกาลล่าสุด โดยในงานวิจัยนี้พิจารณาศึกษารูปแบบบวก และในการ

ค้นหาค่าพารามิเตอร์ที ่เหมาะสมจะใช้วิธีการค้นหาแบบกริด (Grid Search) ที่เป็นเทคนิคหนึ่งในการเรียนรู ้ของเครื ่อง 

(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด

จะเลือกพารามิเตอร์ที่ดีที่สุดที่พิจารณาจากค่าน้อยที่สุดของรากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย (Root Mean Square 

Error: RMSE) 

รูปแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (8) ตามลำดับ 

สำหรับ  (8) 

เมื่อ  คือ ค่าพยากรณ์ล่วงหน้า ณ เวลา   

  จำนวนช่วงเวลาที่ต้องการพยากรณ์ล่วงหน้า  คือระดับของอนุกรมเวลา ณ เวลา  และ  คือแนวโน้มของ

อนุกรมเวลา ณ เวลา  และ  คือส่วนประกอบฤดูกาลของอนุกรมเวลา ณ เวลา  คำนวณได้ดัง (9) (10) และ (11)  

  (9) 

 (10) 

  (11) 

2.3.3 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับโฮลต์-วินเทอร์  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ ดังนั ้นการประยุกต์ WOA เพื ่อค้นหา

ค่าพารามิเตอร์ที่เหมาะสมของตัวแบบ HW [15, 16] จะต้องดำเนินการอย่างถูกต้อง มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 สร้างพารามิเตอร์เริ่มต้น ตำแหน่งของวาฬแต่ละตัวแสดงถึงพารามิเตอร์สามตัว  ภายในขอบเขต 

[0, 1] 

ขั้นที่ 2: เลือกการเคลื่อนไหว วาฬแต่ละตัวเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหว การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม Figure  1 โดยมีตัวแปรนำเข้า

ของ WOA คือ ,  , , , และ . 

ขั้นที่ 3 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธี HW ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดีที่สุดได้และ

กำหนดเป็น  
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ขั้นที่ 9 ประเมินและปรับปรุง ประเมินความแม่นยำของตัวแบบการพยากรณ์โดยเปรียบเทียบกับค่าจริง หากจำเป็นให้

ปรับปรุงตัวแบบการพยากรณ์ 

2.3.2 วิธีโฮลต์-วินเทอร์ (Holt-Winters Method: HW) 

วิธี HW เป็นหนึ่งในวิธีการทำให้เรียบ (Smoothing) เป็นวิธีการสร้างสมการพยากรณ์จากค่าสังเกตในอนุกรมเวลา

บางส่วนหรือทั้งหมดโดยให้น้ำหนักกับค่าสังเกตในอนุกรมเวลาแตกต่างกันแล้วแต่ส่วนประกอบของอนุกรมเวลา ในกรณีที่

ส่วนประกอบของข้อมูลอนุกรมเวลาที่พิจารณามีแนวโน้มและฤดูกาล จะสร้างตัวแบบพยากรณ์ด้วยวิธีการทำให้เรียบของ HW

รูปแบบบวกหรือแบบคูณ HW ใช้ค่าทำให้เรียบ 3 ค่าได้แก่  และ  ซึ่งมีค่าอยู่ระหว่าง 0 ถึง 1 สำหรับค่าระดับ  

(Level Parameter) ค่าที่ใกล้เคียงกับ 1 บ่งชี้ว่าตัวแบบปรับให้เข้ากับการสังเกตล่าสุดอย่างรวดเร็ว ในขณะที่ค่าที่ใกล ้0 จะให้

ความสำคัญกับการสังเกตในอดีตมากกว่า ค่าแนวโน้ม  (Trend Parameter) ค่าสูงช่วยให้ตัวแบบปรับตัวเข้ากับการ

เปลี่ยนแปลงของแนวโน้มได้อย่างรวดเร็วในค่าสังเกตล่าสุด ในขณะที่ค่าต่ำจะทำให้ตัวแบบตอบสนองต่อการเปลี่ยนแปลงของ

แนวโน้มล่าสุดน้อยลง และค่าฤดูกาล  (Seasonal Parameter) เป็นอิทธิพลของฤดูกาลหรือดัชนีฤดูกาล ค่าที่สูงขึ้นส่งผลให้

มีความยืดหยุ่นและความไวต่อความผันผวนของฤดูกาลในคาบฤดูกาลล่าสุดมากขึ้น ในขณะที่ค่าที่ต่ำกว่าจะทำให้ตัวแบบมี

ความทนทานต่อการเปลี่ยนแปลงตามฤดูกาลในคาบฤดูกาลล่าสุด โดยในงานวิจัยนี้พิจารณาศึกษารูปแบบบวก และในการ

ค้นหาค่าพารามิเตอร์ที ่เหมาะสมจะใช้วิธีการค้นหาแบบกริด (Grid Search) ที่เป็นเทคนิคหนึ่งในการเรียนรู ้ของเครื ่อง 

(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด

จะเลือกพารามิเตอร์ที่ดีที่สุดที่พิจารณาจากค่าน้อยที่สุดของรากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย (Root Mean Square 

Error: RMSE) 

รูปแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (8) ตามลำดับ 

สำหรับ  (8) 

เมื่อ  คือ ค่าพยากรณ์ล่วงหน้า ณ เวลา   

  จำนวนช่วงเวลาที่ต้องการพยากรณ์ล่วงหน้า  คือระดับของอนุกรมเวลา ณ เวลา  และ  คือแนวโน้มของ

อนุกรมเวลา ณ เวลา  และ  คือส่วนประกอบฤดูกาลของอนุกรมเวลา ณ เวลา  คำนวณได้ดัง (9) (10) และ (11)  

  (9) 

 (10) 

  (11) 

2.3.3 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับโฮลต์-วินเทอร์  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ ดังนั ้นการประยุกต์ WOA เพื ่อค้นหา

ค่าพารามิเตอร์ที่เหมาะสมของตัวแบบ HW [15, 16] จะต้องดำเนินการอย่างถูกต้อง มีขั้นตอนการดำเนินการดังนี้ 
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ขั้นที่ 2: เลือกการเคลื่อนไหว วาฬแต่ละตัวเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหว การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม Figure  1 โดยมีตัวแปรนำเข้า

ของ WOA คือ ,  , , , และ . 

ขั้นที่ 3 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธี HW ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดีที่สุดได้และ
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ขั้นที่ 9 ประเมินและปรับปรุง ประเมินความแม่นยำของตัวแบบการพยากรณ์โดยเปรียบเทียบกับค่าจริง หากจำเป็นให้

ปรับปรุงตัวแบบการพยากรณ์ 

2.3.2 วิธีโฮลต์-วินเทอร์ (Holt-Winters Method: HW) 

วิธี HW เป็นหนึ่งในวิธีการทำให้เรียบ (Smoothing) เป็นวิธีการสร้างสมการพยากรณ์จากค่าสังเกตในอนุกรมเวลา

บางส่วนหรือทั้งหมดโดยให้น้ำหนักกับค่าสังเกตในอนุกรมเวลาแตกต่างกันแล้วแต่ส่วนประกอบของอนุกรมเวลา ในกรณีที่

ส่วนประกอบของข้อมูลอนุกรมเวลาที่พิจารณามีแนวโน้มและฤดูกาล จะสร้างตัวแบบพยากรณ์ด้วยวิธีการทำให้เรียบของ HW

รูปแบบบวกหรือแบบคูณ HW ใช้ค่าทำให้เรียบ 3 ค่าได้แก่  และ  ซึ่งมีค่าอยู่ระหว่าง 0 ถึง 1 สำหรับค่าระดับ  

(Level Parameter) ค่าที่ใกล้เคียงกับ 1 บ่งชี้ว่าตัวแบบปรับให้เข้ากับการสังเกตล่าสุดอย่างรวดเร็ว ในขณะที่ค่าที่ใกล ้0 จะให้

ความสำคัญกับการสังเกตในอดีตมากกว่า ค่าแนวโน้ม  (Trend Parameter) ค่าสูงช่วยให้ตัวแบบปรับตัวเข้ากับการ

เปลี่ยนแปลงของแนวโน้มได้อย่างรวดเร็วในค่าสังเกตล่าสุด ในขณะที่ค่าต่ำจะทำให้ตัวแบบตอบสนองต่อการเปลี่ยนแปลงของ

แนวโน้มล่าสุดน้อยลง และค่าฤดูกาล  (Seasonal Parameter) เป็นอิทธิพลของฤดูกาลหรือดัชนีฤดูกาล ค่าที่สูงขึ้นส่งผลให้

มีความยืดหยุ่นและความไวต่อความผันผวนของฤดูกาลในคาบฤดูกาลล่าสุดมากขึ้น ในขณะที่ค่าที่ต่ำกว่าจะทำให้ตัวแบบมี

ความทนทานต่อการเปลี่ยนแปลงตามฤดูกาลในคาบฤดูกาลล่าสุด โดยในงานวิจัยนี้พิจารณาศึกษารูปแบบบวก และในการ

ค้นหาค่าพารามิเตอร์ที ่เหมาะสมจะใช้วิธีการค้นหาแบบกริด (Grid Search) ที่เป็นเทคนิคหนึ่งในการเรียนรู ้ของเครื ่อง 

(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด

จะเลือกพารามิเตอร์ที่ดีที่สุดที่พิจารณาจากค่าน้อยที่สุดของรากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย (Root Mean Square 

Error: RMSE) 

รูปแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (8) ตามลำดับ 
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  จำนวนช่วงเวลาที่ต้องการพยากรณ์ล่วงหน้า  คือระดับของอนุกรมเวลา ณ เวลา  และ  คือแนวโน้มของ

อนุกรมเวลา ณ เวลา  และ  คือส่วนประกอบฤดูกาลของอนุกรมเวลา ณ เวลา  คำนวณได้ดัง (9) (10) และ (11)  
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2.3.3 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับโฮลต์-วินเทอร์  
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ขั้นที่ 3 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง
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เปลี่ยนแปลงของแนวโน้มได้อย่างรวดเร็วในค่าสังเกตล่าสุด ในขณะที่ค่าต่ำจะทำให้ตัวแบบตอบสนองต่อการเปลี่ยนแปลงของ

แนวโน้มล่าสุดน้อยลง และค่าฤดูกาล  (Seasonal Parameter) เป็นอิทธิพลของฤดูกาลหรือดัชนีฤดูกาล ค่าที่สูงขึ้นส่งผลให้
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ความทนทานต่อการเปลี่ยนแปลงตามฤดูกาลในคาบฤดูกาลล่าสุด โดยในงานวิจัยนี้พิจารณาศึกษารูปแบบบวก และในการ

ค้นหาค่าพารามิเตอร์ที ่เหมาะสมจะใช้วิธีการค้นหาแบบกริด (Grid Search) ที่เป็นเทคนิคหนึ่งในการเรียนรู ้ของเครื ่อง 

(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด
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2.3.3 การผสานขั้้�นตอนวิิธีีการหาค่่าเหมาะ

ที่่�สุุดแบบวาฬกัับโฮลต์์-วิินเทอร์์	

การเลืือกพารามิิเตอร์์มีีผลกระทบอย่่างมากต่่อ

ประสิิทธิภิาพของตััวแบบ ดังนั้้�นการประยุุกต์ ์WOA เพื่่�อ

ค้้นหาค่่าพารามิิเตอร์์ที่่�เหมาะสมของตััวแบบ HW [15, 

16] จะต้อ้งดำเนินิการอย่า่งถูกูต้อ้ง มีขีั้้�นตอนการดำเนินิ

การดัังนี้้�

ขั้้�นที่่� 1 สร้้างพารามิิเตอร์์เริ่่�มต้้น ตำแหน่่งของ

วาฬแต่่ละตััวแสดงถึึงพารามิิเตอร์์สามตััว 

ขั้นที่ 9 ประเมินและปรับปรุง ประเมินความแม่นยำของตัวแบบการพยากรณ์โดยเปรียบเทียบกับค่าจริง หากจำเป็นให้

ปรับปรุงตัวแบบการพยากรณ์ 

2.3.2 วิธีโฮลต์-วินเทอร์ (Holt-Winters Method: HW) 

วิธี HW เป็นหนึ่งในวิธีการทำให้เรียบ (Smoothing) เป็นวิธีการสร้างสมการพยากรณ์จากค่าสังเกตในอนุกรมเวลา

บางส่วนหรือทั้งหมดโดยให้น้ำหนักกับค่าสังเกตในอนุกรมเวลาแตกต่างกันแล้วแต่ส่วนประกอบของอนุกรมเวลา ในกรณีที่

ส่วนประกอบของข้อมูลอนุกรมเวลาที่พิจารณามีแนวโน้มและฤดูกาล จะสร้างตัวแบบพยากรณ์ด้วยวิธีการทำให้เรียบของ HW

รูปแบบบวกหรือแบบคูณ HW ใช้ค่าทำให้เรียบ 3 ค่าได้แก่  และ  ซึ่งมีค่าอยู่ระหว่าง 0 ถึง 1 สำหรับค่าระดับ  

(Level Parameter) ค่าที่ใกล้เคียงกับ 1 บ่งชี้ว่าตัวแบบปรับให้เข้ากับการสังเกตล่าสุดอย่างรวดเร็ว ในขณะที่ค่าที่ใกล ้0 จะให้

ความสำคัญกับการสังเกตในอดีตมากกว่า ค่าแนวโน้ม  (Trend Parameter) ค่าสูงช่วยให้ตัวแบบปรับตัวเข้ากับการ

เปลี่ยนแปลงของแนวโน้มได้อย่างรวดเร็วในค่าสังเกตล่าสุด ในขณะที่ค่าต่ำจะทำให้ตัวแบบตอบสนองต่อการเปลี่ยนแปลงของ

แนวโน้มล่าสุดน้อยลง และค่าฤดูกาล  (Seasonal Parameter) เป็นอิทธิพลของฤดูกาลหรือดัชนีฤดูกาล ค่าที่สูงขึ้นส่งผลให้

มีความยืดหยุ่นและความไวต่อความผันผวนของฤดูกาลในคาบฤดูกาลล่าสุดมากขึ้น ในขณะที่ค่าที่ต่ำกว่าจะทำให้ตัวแบบมี

ความทนทานต่อการเปลี่ยนแปลงตามฤดูกาลในคาบฤดูกาลล่าสุด โดยในงานวิจัยนี้พิจารณาศึกษารูปแบบบวก และในการ

ค้นหาค่าพารามิเตอร์ที ่เหมาะสมจะใช้วิธีการค้นหาแบบกริด (Grid Search) ที่เป็นเทคนิคหนึ่งในการเรียนรู ้ของเครื ่อง 

(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด

จะเลือกพารามิเตอร์ที่ดีที่สุดที่พิจารณาจากค่าน้อยที่สุดของรากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย (Root Mean Square 

Error: RMSE) 

รูปแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (8) ตามลำดับ 

สำหรับ  (8) 

เมื่อ  คือ ค่าพยากรณ์ล่วงหน้า ณ เวลา   

  จำนวนช่วงเวลาที่ต้องการพยากรณ์ล่วงหน้า  คือระดับของอนุกรมเวลา ณ เวลา  และ  คือแนวโน้มของ

อนุกรมเวลา ณ เวลา  และ  คือส่วนประกอบฤดูกาลของอนุกรมเวลา ณ เวลา  คำนวณได้ดัง (9) (10) และ (11)  

  (9) 

 (10) 

  (11) 

2.3.3 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับโฮลต์-วินเทอร์  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ ดังนั ้นการประยุกต์ WOA เพื ่อค้นหา

ค่าพารามิเตอร์ที่เหมาะสมของตัวแบบ HW [15, 16] จะต้องดำเนินการอย่างถูกต้อง มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 สร้างพารามิเตอร์เริ่มต้น ตำแหน่งของวาฬแต่ละตัวแสดงถึงพารามิเตอร์สามตัว  ภายในขอบเขต 

[0, 1] 

ขั้นที่ 2: เลือกการเคลื่อนไหว วาฬแต่ละตัวเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหว การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม Figure  1 โดยมีตัวแปรนำเข้า

ของ WOA คือ ,  , , , และ . 

ขั้นที่ 3 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธี HW ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดีที่สุดได้และ

กำหนดเป็น  
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ภายในขอบเขต [0, 1]

ขั้้�นที่่�  2: เลืือกการเคลื่่�อนไหว วาฬแต่่ละตััว

เลืือกการกระทำสำหรัับการเคลื่่�อนไหวครั้้�งต่่อไปโดย

เลืือกหนึ่่�งในสามการเคลื่่�อนไหว การเลืือกนี้้�กำหนดว่่า

วาฬจะเคลื่่�อนเข้า้ใกล้เ้หยื่่�อหรือืขยายการค้น้หาตามรหัสั

เทีียม Figure 1 โดยมีีตััวแปรนำเข้้าของ WOA คื อ 

ขั้นที่ 9 ประเมินและปรับปรุง ประเมินความแม่นยำของตัวแบบการพยากรณ์โดยเปรียบเทียบกับค่าจริง หากจำเป็นให้

ปรับปรุงตัวแบบการพยากรณ์ 

2.3.2 วิธีโฮลต์-วินเทอร์ (Holt-Winters Method: HW) 

วิธี HW เป็นหนึ่งในวิธีการทำให้เรียบ (Smoothing) เป็นวิธีการสร้างสมการพยากรณ์จากค่าสังเกตในอนุกรมเวลา

บางส่วนหรือทั้งหมดโดยให้น้ำหนักกับค่าสังเกตในอนุกรมเวลาแตกต่างกันแล้วแต่ส่วนประกอบของอนุกรมเวลา ในกรณีที่

ส่วนประกอบของข้อมูลอนุกรมเวลาที่พิจารณามีแนวโน้มและฤดูกาล จะสร้างตัวแบบพยากรณ์ด้วยวิธีการทำให้เรียบของ HW

รูปแบบบวกหรือแบบคูณ HW ใช้ค่าทำให้เรียบ 3 ค่าได้แก่  และ  ซึ่งมีค่าอยู่ระหว่าง 0 ถึง 1 สำหรับค่าระดับ  

(Level Parameter) ค่าที่ใกล้เคียงกับ 1 บ่งชี้ว่าตัวแบบปรับให้เข้ากับการสังเกตล่าสุดอย่างรวดเร็ว ในขณะที่ค่าที่ใกล ้0 จะให้

ความสำคัญกับการสังเกตในอดีตมากกว่า ค่าแนวโน้ม  (Trend Parameter) ค่าสูงช่วยให้ตัวแบบปรับตัวเข้ากับการ

เปลี่ยนแปลงของแนวโน้มได้อย่างรวดเร็วในค่าสังเกตล่าสุด ในขณะที่ค่าต่ำจะทำให้ตัวแบบตอบสนองต่อการเปลี่ยนแปลงของ

แนวโน้มล่าสุดน้อยลง และค่าฤดูกาล  (Seasonal Parameter) เป็นอิทธิพลของฤดูกาลหรือดัชนีฤดูกาล ค่าที่สูงขึ้นส่งผลให้

มีความยืดหยุ่นและความไวต่อความผันผวนของฤดูกาลในคาบฤดูกาลล่าสุดมากขึ้น ในขณะที่ค่าที่ต่ำกว่าจะทำให้ตัวแบบมี

ความทนทานต่อการเปลี่ยนแปลงตามฤดูกาลในคาบฤดูกาลล่าสุด โดยในงานวิจัยนี้พิจารณาศึกษารูปแบบบวก และในการ

ค้นหาค่าพารามิเตอร์ที ่เหมาะสมจะใช้วิธีการค้นหาแบบกริด (Grid Search) ที่เป็นเทคนิคหนึ่งในการเรียนรู ้ของเครื ่อง 

(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด

จะเลือกพารามิเตอร์ที่ดีที่สุดที่พิจารณาจากค่าน้อยที่สุดของรากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย (Root Mean Square 

Error: RMSE) 

รูปแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (8) ตามลำดับ 

สำหรับ  (8) 

เมื่อ  คือ ค่าพยากรณ์ล่วงหน้า ณ เวลา   

  จำนวนช่วงเวลาที่ต้องการพยากรณ์ล่วงหน้า  คือระดับของอนุกรมเวลา ณ เวลา  และ  คือแนวโน้มของ

อนุกรมเวลา ณ เวลา  และ  คือส่วนประกอบฤดูกาลของอนุกรมเวลา ณ เวลา  คำนวณได้ดัง (9) (10) และ (11)  

  (9) 

 (10) 

  (11) 

2.3.3 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับโฮลต์-วินเทอร์  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ ดังนั ้นการประยุกต์ WOA เพื ่อค้นหา

ค่าพารามิเตอร์ที่เหมาะสมของตัวแบบ HW [15, 16] จะต้องดำเนินการอย่างถูกต้อง มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 สร้างพารามิเตอร์เริ่มต้น ตำแหน่งของวาฬแต่ละตัวแสดงถึงพารามิเตอร์สามตัว  ภายในขอบเขต 

[0, 1] 

ขั้นที่ 2: เลือกการเคลื่อนไหว วาฬแต่ละตัวเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหว การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม Figure  1 โดยมีตัวแปรนำเข้า

ของ WOA คือ ,  , , , และ . 

ขั้นที่ 3 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธี HW ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดีที่สุดได้และ

กำหนดเป็น  
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และ 

ขั้นที่ 9 ประเมินและปรับปรุง ประเมินความแม่นยำของตัวแบบการพยากรณ์โดยเปรียบเทียบกับค่าจริง หากจำเป็นให้

ปรับปรุงตัวแบบการพยากรณ์ 

2.3.2 วิธโีฮลต์-วินเทอร์ (Holt-Winters Method: HW) 

วิธี HW เป็นหนึ่งในวิธีการทำให้เรียบ (Smoothing) เป็นวิธีการสร้างสมการพยากรณ์จากค่าสังเกตในอนุกรมเวลา

บางส่วนหรือทั้งหมดโดยให้น้ำหนักกับค่าสังเกตในอนุกรมเวลาแตกต่างกันแล้วแต่ส่วนประกอบของอนุกรมเวลา ในกรณีที่

ส่วนประกอบของข้อมูลอนุกรมเวลาที่พิจารณามีแนวโน้มและฤดูกาล จะสร้างตัวแบบพยากรณ์ด้วยวิธีการทำให้เรียบของ HW

รูปแบบบวกหรือแบบคูณ HW ใช้ค่าทำให้เรียบ 3 ค่าได้แก่  และ  ซึ่งมีค่าอยู่ระหว่าง 0 ถึง 1 สำหรับค่าระดับ  

(Level Parameter) ค่าที่ใกล้เคียงกับ 1 บ่งชี้ว่าตัวแบบปรับให้เข้ากับการสังเกตล่าสุดอย่างรวดเร็ว ในขณะที่ค่าที่ใกล ้0 จะให้

ความสำคัญกับการสังเกตในอดีตมากกว่า ค่าแนวโน้ม  (Trend Parameter) ค่าสูงช่วยให้ตัวแบบปรับตัวเข้ากับการ

เปลี่ยนแปลงของแนวโน้มได้อย่างรวดเร็วในค่าสังเกตล่าสุด ในขณะที่ค่าต่ำจะทำให้ตัวแบบตอบสนองต่อการเปลี่ยนแปลงของ

แนวโน้มล่าสุดน้อยลง และค่าฤดูกาล  (Seasonal Parameter) เป็นอิทธิพลของฤดูกาลหรือดัชนีฤดูกาล ค่าที่สูงขึ้นส่งผลให้

มีความยืดหยุ่นและความไวต่อความผันผวนของฤดูกาลในคาบฤดูกาลล่าสุดมากขึ้น ในขณะที่ค่าที่ต่ำกว่าจะทำให้ตัวแบบมี

ความทนทานต่อการเปลี่ยนแปลงตามฤดูกาลในคาบฤดูกาลล่าสุด โดยในงานวิจัยนี้พิจารณาศึกษารูปแบบบวก และในการ

ค้นหาค่าพารามิเตอร์ที ่เหมาะสมจะใช้วิธีการค้นหาแบบกริด (Grid Search) ที่เป็นเทคนิคหนึ่งในการเรียนรู ้ของเครื ่อง 

(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด

จะเลือกพารามิเตอร์ที่ดีที่สุดที่พิจารณาจากค่าน้อยที่สุดของรากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย (Root Mean Square 

Error: RMSE) 

รูปแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (8) ตามลำดับ 

สำหรับ  (8) 

เมื่อ  คือ ค่าพยากรณ์ล่วงหน้า ณ เวลา   

  จำนวนช่วงเวลาที่ต้องการพยากรณ์ล่วงหน้า  คือระดับของอนุกรมเวลา ณ เวลา  และ  คือแนวโน้มของ

อนุกรมเวลา ณ เวลา  และ  คือส่วนประกอบฤดูกาลของอนุกรมเวลา ณ เวลา  คำนวณได้ดัง (9) (10) และ (11)  

  (9) 

 (10) 

  (11) 

2.3.3 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับโฮลต์-วินเทอร์  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ ดังนั ้นการประยุกต์ WOA เพื ่อค้นหา

ค่าพารามิเตอร์ที่เหมาะสมของตัวแบบ HW [15, 16] จะต้องดำเนินการอย่างถูกต้อง มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 สร้างพารามิเตอร์เริ่มต้น ตำแหน่งของวาฬแต่ละตัวแสดงถึงพารามิเตอร์สามตัว  ภายในขอบเขต 

[0, 1] 

ขั้นที่ 2: เลือกการเคลื่อนไหว วาฬแต่ละตัวเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหว การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม Figure  1 โดยมีตัวแปรนำเข้า

ของ WOA คือ ,  , , , และ . 

ขั้นที่ 3 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธี HW ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดีที่สุดได้และ

กำหนดเป็น  
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ขั้้�นที่่�  3 คำนวณความเหมาะสมของตััวแบบ 

ความเหมาะสมถููกคำนวณโดยประเมิินจาก RMSE ของ

ชุุดข้้อมููล โดยใช้้ตำแหน่่งของวาฬแต่่ละตััวในวิิธีี HW ดััง

นั้้�นค่่าพารามิิเตอร์์ที่่�ให้้ค่่า RMSE ต่ ำสุุดในรอบนั้้�นจะ

สามารถตััดสิินตำแหน่่งที่่�ดีีที่่�สุุดได้้และกำหนดเป็็น 

ขั้นที่ 9 ประเมินและปรับปรุง ประเมินความแม่นยำของตัวแบบการพยากรณ์โดยเปรียบเทียบกับค่าจริง หากจำเป็นให้

ปรับปรุงตัวแบบการพยากรณ์ 

2.3.2 วิธีโฮลต์-วินเทอร์ (Holt-Winters Method: HW) 

วิธี HW เป็นหนึ่งในวิธีการทำให้เรียบ (Smoothing) เป็นวิธีการสร้างสมการพยากรณ์จากค่าสังเกตในอนุกรมเวลา

บางส่วนหรือทั้งหมดโดยให้น้ำหนักกับค่าสังเกตในอนุกรมเวลาแตกต่างกันแล้วแต่ส่วนประกอบของอนุกรมเวลา ในกรณีที่

ส่วนประกอบของข้อมูลอนุกรมเวลาที่พิจารณามีแนวโน้มและฤดูกาล จะสร้างตัวแบบพยากรณ์ด้วยวิธีการทำให้เรียบของ HW

รูปแบบบวกหรือแบบคูณ HW ใช้ค่าทำให้เรียบ 3 ค่าได้แก่  และ  ซึ่งมีค่าอยู่ระหว่าง 0 ถึง 1 สำหรับค่าระดับ  

(Level Parameter) ค่าที่ใกล้เคียงกับ 1 บ่งชี้ว่าตัวแบบปรับให้เข้ากับการสังเกตล่าสุดอย่างรวดเร็ว ในขณะที่ค่าที่ใกล ้0 จะให้

ความสำคัญกับการสังเกตในอดีตมากกว่า ค่าแนวโน้ม  (Trend Parameter) ค่าสูงช่วยให้ตัวแบบปรับตัวเข้ากับการ

เปลี่ยนแปลงของแนวโน้มได้อย่างรวดเร็วในค่าสังเกตล่าสุด ในขณะที่ค่าต่ำจะทำให้ตัวแบบตอบสนองต่อการเปลี่ยนแปลงของ

แนวโน้มล่าสุดน้อยลง และค่าฤดูกาล  (Seasonal Parameter) เป็นอิทธิพลของฤดูกาลหรือดัชนีฤดูกาล ค่าที่สูงขึ้นส่งผลให้

มีความยืดหยุ่นและความไวต่อความผันผวนของฤดูกาลในคาบฤดูกาลล่าสุดมากขึ้น ในขณะที่ค่าที่ต่ำกว่าจะทำให้ตัวแบบมี

ความทนทานต่อการเปลี่ยนแปลงตามฤดูกาลในคาบฤดูกาลล่าสุด โดยในงานวิจัยนี้พิจารณาศึกษารูปแบบบวก และในการ

ค้นหาค่าพารามิเตอร์ที ่เหมาะสมจะใช้วิธีการค้นหาแบบกริด (Grid Search) ที่เป็นเทคนิคหนึ่งในการเรียนรู ้ของเครื ่อง 

(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด

จะเลือกพารามิเตอร์ที่ดีที่สุดที่พิจารณาจากค่าน้อยที่สุดของรากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย (Root Mean Square 

Error: RMSE) 

รูปแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (8) ตามลำดับ 

สำหรับ  (8) 

เมื่อ  คือ ค่าพยากรณ์ล่วงหน้า ณ เวลา   

  จำนวนช่วงเวลาที่ต้องการพยากรณ์ล่วงหน้า  คือระดับของอนุกรมเวลา ณ เวลา  และ  คือแนวโน้มของ

อนุกรมเวลา ณ เวลา  และ  คือส่วนประกอบฤดูกาลของอนุกรมเวลา ณ เวลา  คำนวณได้ดัง (9) (10) และ (11)  

  (9) 

 (10) 

  (11) 

2.3.3 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับโฮลต์-วินเทอร์  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ ดังนั ้นการประยุกต์ WOA เพื ่อค้นหา

ค่าพารามิเตอร์ที่เหมาะสมของตัวแบบ HW [15, 16] จะต้องดำเนินการอย่างถูกต้อง มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 สร้างพารามิเตอร์เริ่มต้น ตำแหน่งของวาฬแต่ละตัวแสดงถึงพารามิเตอร์สามตัว  ภายในขอบเขต 

[0, 1] 

ขั้นที่ 2: เลือกการเคลื่อนไหว วาฬแต่ละตัวเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหว การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม Figure  1 โดยมีตัวแปรนำเข้า

ของ WOA คือ ,  , , , และ . 

ขั้นที่ 3 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธี HW ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดีที่สุดได้และ

กำหนดเป็น  
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ขั้้�นที่่� 4 กำหนดเกณฑ์์การหยุุด ขั้้�นตอน WOA 

จะสิ้้�นสุุดลงเมื่่�อค่า่ความเหมาะสมไม่ส่ามารถปรับัปรุงุได้้

หลัังจากถึงึจำนวนรอบที่่�กำหนด Timprove หรือืถึงึขีดีจำกัดั
เวลา MaxTime หรืือถึึงจำนวนรอบสููงสุุด Tmax ณ จุุดนี้้� 

พารามิิเตอร์์ที่่�ดีีที่่�สุุดจะถููกส่่งออกไปใช้้

ขั้้�นที่่� 5 การประเมิินประสิิทธิภิาพ การประเมินิ

ประสิิทธิิภาพของ HW ด้ วยพารามิิเตอร์์ที่่�ดีที่่�สุด เรา

ประเมินิความแม่น่ยำของการพยากรณ์โ์ดยวัดัความคลาด

เคลื่่�อนระหว่่างค่่าพยากรณ์์กัับค่่าข้้อมููลจริิง
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ปีที่ 32 ฉบับที่ 6 พฤศจิกายน-ธันวาคม 2567	 วารสารวิทยาศาสตร์และเทคโนโลยี

ฟังัก์ช์ันัวัตัถุปุระสงค์ข์อง WOA-HW เป็็นสมการ

ต่่อไปนี้้�

 

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ

การพยากรณ์โดยวัดความคลาดเคลื่อนระหว่างค่าพยากรณ์กับค่าข้อมูลจริง 

ฟังก์ชันวัตถุประสงค์ของ WOA-HW เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธ ีWOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
แนะนำให ้ต ั ้ งค ่าขอบเขตบน (Upper Bound Constraints) และขอบเขตล ่าง (Lower Bound Constraints) สำหรับ

พารามิเตอร์  และ  ตามสมการต่อไปนี้ 

Upper Bound Constraints:  และ  

Lower Bound Constraints:  และ  

โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย

การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี้ 

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์

improveT MaxTime maxT

Objective Minimize RMSE( , , ),
0 1

Variable range 0 1 ,
0 1

£ £ì
ï £ £í
ï £ £î

a g d
a
g
d

( )2
1

1 ˆRMSE
T

t t
t
Y Y

T =

= -å T tY t̂Y

0 1 1 2 3 4 52
ˆ ˆ ˆ ˆ ˆ ˆ ˆ, , , , , ,....,S S S S Sb b

0 1
ˆ ˆ

t̂Y t¢ ¢= +b b

0b̂ 1̂b

0 0
ˆ ˆ1.2 ¢=b b 1 1

ˆ ˆ1.2 ,¢=b b

0 0
ˆ ˆ0.8 ¢=b b 1 1

ˆ ˆ0.8 .¢=b b

0b̂ 1̂b

0b̂ 1̂b

1t t tY Y Y -D = - 1 2 3 52
ˆ ˆ ˆ ˆ, , ...,S S S S

tYD

tYD

0 1 1 2 3 52
ˆ ˆ ˆ ˆ ˆ ˆ( , , , , ,..., )i i i i i i iX S S S S=

!
b b

ที่่�ซึ่่�ง 

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ

การพยากรณ์โดยวัดความคลาดเคลื่อนระหว่างค่าพยากรณ์กับค่าข้อมูลจริง 

ฟังก์ชันวัตถุประสงค์ของ WOA-HW เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธ ีWOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
แนะนำให ้ต ั ้ งค ่าขอบเขตบน (Upper Bound Constraints) และขอบเขตล ่าง (Lower Bound Constraints) สำหรับ

พารามิเตอร์  และ  ตามสมการต่อไปนี้ 

Upper Bound Constraints:  และ  

Lower Bound Constraints:  และ  

โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย

การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี้ 

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์
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 โดย T  คือื จำนวนข้้อมููล
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จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  
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ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
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Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 
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 คืือ ค่่าข้้อมููลจริิง 

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ

การพยากรณ์โดยวัดความคลาดเคลื่อนระหว่างค่าพยากรณ์กับค่าข้อมูลจริง 

ฟังก์ชันวัตถุประสงค์ของ WOA-HW เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธ ีWOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
แนะนำให ้ต ั ้ งค ่าขอบเขตบน (Upper Bound Constraints) และขอบเขตล ่าง (Lower Bound Constraints) สำหรับ

พารามิเตอร์  และ  ตามสมการต่อไปนี้ 

Upper Bound Constraints:  และ  

Lower Bound Constraints:  และ  

โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย

การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี้ 

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์
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 คืือ ค่่าพยากรณ์์

โดยวิิธี ีWOA-HW ที่่�ได้้ค่่าพารามิเิตอร์์ที่่�ดีทีี่่�สุดุจากขั้้�นที่่� 4 

จากขั้้�นที่่� 1 ถึึง 5 ใน WOA-HW นั้้�นใช้้ขั้้�นตอน

วิธิี ีWOA ได้โ้ดยตรงตาม  Figure  1 รหัสัเทีียมของ WOA 

เนื่่�องจากว่า่ค่า่พารามิเิตอร์ข์อง HW มีชี่ว่งเดียีวกันักับัขั้้�น

ตอนวิิธีี WOA คืือ [0, 1] 

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะ

ที่สุดแบบวาฬกับการแยกส่วนประกอบ 

การเลืือกพารามิิเตอร์์มีีผลกระทบอย่่างมากต่่อ

ประสิทิธิภิาพของตัวัแบบ WOA-D [15, 16] ในการศึกึษา

นี้้�ขั้้�นตอนวิิธีีการหาค่่าเหมาะที่่�สุดแบบวาฬถููกใช้้เพื่่�อแก้้

ปััญหาค่่าพารามิิเตอร์์ 

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ

การพยากรณ์โดยวัดความคลาดเคลื่อนระหว่างค่าพยากรณ์กับค่าข้อมูลจริง 

ฟังก์ชันวัตถุประสงค์ของ WOA-HW เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธี WOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
แนะนำให ้ต ั ้ งค ่าขอบเขตบน (Upper Bound Constraints) และขอบเขตล ่าง (Lower Bound Constraints) สำหรับ

พารามิเตอร์  และ  ตามสมการต่อไปนี้ 

Upper Bound Constraints:  และ  

Lower Bound Constraints:  และ  

โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย

การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี้ 

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์
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 ซึ่่� งมีี

จำนวนพารามิิเตอร์์ 54 ตััวของการแยกส่่วนประกอบ มีี

ขั้้�นตอนการดำเนิินการดัังนี้้�

ขั้้�นที่่�  1 กำหนดข้้อจำกััดของพารามิิเตอร  

คำนวณส่่วนประกอบแนวโน้้มโดยใช้้การถดถอยเชิิงเส้้น

จะได้้ 

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ

การพยากรณ์โดยวัดความคลาดเคลื่อนระหว่างค่าพยากรณ์กับค่าข้อมูลจริง 

ฟังก์ชันวัตถุประสงค์ของ WOA-HW เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธี WOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
แนะนำให ้ต ั ้ งค ่าขอบเขตบน (Upper Bound Constraints) และขอบเขตล ่าง (Lower Bound Constraints) สำหรับ

พารามิเตอร์  และ  ตามสมการต่อไปนี้ 

Upper Bound Constraints:  และ  

Lower Bound Constraints:  และ  

โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย

การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี้ 

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์
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 แนะนำให้้ตั้้�งค่่าขอบเขตบน (Upper 

Bound Constraints) และขอบเขตล่่าง (Lower Bound 

Constraints) สำหรัับพารามิิเตอร์์ 

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ

การพยากรณ์โดยวัดความคลาดเคลื่อนระหว่างค่าพยากรณ์กับค่าข้อมูลจริง 

ฟังก์ชันวัตถุประสงค์ของ WOA-HW เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธี WOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
แนะนำให ้ต ั ้ งค ่าขอบเขตบน (Upper Bound Constraints) และขอบเขตล ่าง (Lower Bound Constraints) สำหรับ

พารามิเตอร์  และ  ตามสมการต่อไปนี้ 

Upper Bound Constraints:  และ  

Lower Bound Constraints:  และ  

โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย

การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี้ 

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์
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 และ 

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ

การพยากรณ์โดยวัดความคลาดเคลื่อนระหว่างค่าพยากรณ์กับค่าข้อมูลจริง 

ฟังก์ชันวัตถุประสงค์ของ WOA-HW เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธี WOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
แนะนำให ้ต ั ้ งค ่าขอบเขตบน (Upper Bound Constraints) และขอบเขตล ่าง (Lower Bound Constraints) สำหรับ

พารามิเตอร์  และ  ตามสมการต่อไปนี้ 

Upper Bound Constraints:  และ  

Lower Bound Constraints:  และ  

โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย

การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี ้

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์
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 ตาม

สมการต่่อไปนี้้�

Upper Bound Constraints: 

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ

การพยากรณ์โดยวัดความคลาดเคลื่อนระหว่างค่าพยากรณ์กับค่าข้อมูลจริง 

ฟังก์ชันวัตถุประสงค์ของ WOA-HW เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธี WOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
แนะนำให ้ต ั ้ งค ่าขอบเขตบน (Upper Bound Constraints) และขอบเขตล ่าง (Lower Bound Constraints) สำหรับ

พารามิเตอร์  และ  ตามสมการต่อไปนี้ 

Upper Bound Constraints:  และ  

Lower Bound Constraints:  และ  

โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย

การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี้ 

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์
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 และ 

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ

การพยากรณ์โดยวัดความคลาดเคลื่อนระหว่างค่าพยากรณ์กับค่าข้อมูลจริง 

ฟังก์ชันวัตถุประสงค์ของ WOA-HW เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธี WOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
แนะนำให ้ต ั ้ งค ่าขอบเขตบน (Upper Bound Constraints) และขอบเขตล ่าง (Lower Bound Constraints) สำหรับ

พารามิเตอร์  และ  ตามสมการต่อไปนี้ 

Upper Bound Constraints:  และ  

Lower Bound Constraints:  และ  

โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย

การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี้ 

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์
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Lower Bound Constraints: 

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ

การพยากรณ์โดยวัดความคลาดเคลื่อนระหว่างค่าพยากรณ์กับค่าข้อมูลจริง 

ฟังก์ชันวัตถุประสงค์ของ WOA-HW เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธี WOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
แนะนำให ้ต ั ้ งค ่าขอบเขตบน (Upper Bound Constraints) และขอบเขตล ่าง (Lower Bound Constraints) สำหรับ

พารามิเตอร์  และ  ตามสมการต่อไปนี้ 

Upper Bound Constraints:  และ  

Lower Bound Constraints:  และ  

โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย

การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี้ 

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์
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 และ 

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ

การพยากรณ์โดยวัดความคลาดเคลื่อนระหว่างค่าพยากรณ์กับค่าข้อมูลจริง 

ฟังก์ชันวัตถุประสงค์ของ WOA-HW เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธี WOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
แนะนำให ้ต ั ้ งค ่าขอบเขตบน (Upper Bound Constraints) และขอบเขตล ่าง (Lower Bound Constraints) สำหรับ

พารามิเตอร์  และ  ตามสมการต่อไปนี้ 

Upper Bound Constraints:  และ  

Lower Bound Constraints:  และ  

โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย

การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี้ 

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์
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โดยข้้อจำกััดเหล่่านี้้�มีีผลเมื่่�อพารามิิเตอร์์เป็็นค่่าบวก ใน

ทางกลัับกัันหากพารามิิเตอร์์เป็็นลบให้้สลัับขอบเขตบน

และล่่าง ค่าคงตััวที่่�กำหนด 0.8 และ 1.2 ใช้ใ้นการควบคุุม

ส่ว่นประกอบแนวโน้ม้ให้อ้ยู่่�ในช่ว่งที่่�เหมาะสมซึ่่�งสามารถ

ปรัับเปลี่่�ยนได้้ โดยการลดค่่าคงตััวเหล่่านี้้�ลงจะทำให้้

ขอบเขตการค้้นหาพารามิิเตอร์์ 

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ

การพยากรณ์โดยวัดความคลาดเคลื่อนระหว่างค่าพยากรณ์กับค่าข้อมูลจริง 

ฟังก์ชันวัตถุประสงค์ของ WOA-HW เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธี WOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
แนะนำให ้ต ั ้ งค ่าขอบเขตบน (Upper Bound Constraints) และขอบเขตล ่าง (Lower Bound Constraints) สำหรับ

พารามิเตอร์  และ  ตามสมการต่อไปนี้ 

Upper Bound Constraints:  และ  

Lower Bound Constraints:  และ  

โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย

การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี้ 

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์
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 และ 

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ

การพยากรณ์โดยวัดความคลาดเคลื่อนระหว่างค่าพยากรณ์กับค่าข้อมูลจริง 

ฟังก์ชันวัตถุประสงค์ของ WOA-HW เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธี WOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
แนะนำให ้ต ั ้ งค ่าขอบเขตบน (Upper Bound Constraints) และขอบเขตล ่าง (Lower Bound Constraints) สำหรับ

พารามิเตอร์  และ  ตามสมการต่อไปนี้ 

Upper Bound Constraints:  และ  

Lower Bound Constraints:  และ  

โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย

การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี้ 

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์
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 แคบลง ซึ่่� ง

ส่ง่ผลให้ก้ระบวนการค้น้หาเร็ว็ขึ้้�นแต่อ่าจส่ง่ผลให้ผ้ลลัพัธ์์

สุุดท้้ายมีีความแม่่นยำน้้อย และในทางกลัับกัันการเพิ่่�ม

ค่่าคงตััวเหล่่านี้้�จะขยายขอบเขตการค้้นหาพารามิิเตอร์์    

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ

การพยากรณ์โดยวัดความคลาดเคลื่อนระหว่างค่าพยากรณ์กับค่าข้อมูลจริง 

ฟังก์ชันวัตถุประสงค์ของ WOA-HW เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธี WOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
แนะนำให ้ต ั ้ งค ่าขอบเขตบน (Upper Bound Constraints) และขอบเขตล ่าง (Lower Bound Constraints) สำหรับ

พารามิเตอร์  และ  ตามสมการต่อไปนี้ 

Upper Bound Constraints:  และ  

Lower Bound Constraints:  และ  

โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย

การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี้ 

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์
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 และ 

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ
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วิธี WOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
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โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย
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อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา
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ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 
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การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี ้

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์
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 ดัังนี้้�

Upper Bound Constraints (US) +[ค่า่แอมพลิจิูดูสูงูสุดุ

ของ 

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ

การพยากรณ์โดยวัดความคลาดเคลื่อนระหว่างค่าพยากรณ์กับค่าข้อมูลจริง 

ฟังก์ชันวัตถุประสงค์ของ WOA-HW เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธี WOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
แนะนำให ้ต ั ้ งค ่าขอบเขตบน (Upper Bound Constraints) และขอบเขตล ่าง (Lower Bound Constraints) สำหรับ

พารามิเตอร์  และ  ตามสมการต่อไปนี้ 

Upper Bound Constraints:  และ  

Lower Bound Constraints:  และ  

โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย

การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี้ 

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์
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Lower Bound Constraints (LS) -[ค่่าแอมพลิจิูดูต่ำ่สุดุ

ของ 

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ

การพยากรณ์โดยวัดความคลาดเคลื่อนระหว่างค่าพยากรณ์กับค่าข้อมูลจริง 

ฟังก์ชันวัตถุประสงค์ของ WOA-HW เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธี WOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
แนะนำให ้ต ั ้ งค ่าขอบเขตบน (Upper Bound Constraints) และขอบเขตล ่าง (Lower Bound Constraints) สำหรับ

พารามิเตอร์  และ  ตามสมการต่อไปนี้ 

Upper Bound Constraints:  และ  

Lower Bound Constraints:  และ  

โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย

การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี้ 

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์
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แอมพลิจิูดู คือืความสูงูสูงูสุดุของคลื่่�น ซึ่่�งในกรณีี

นี้้�หมายถึึง ความสููงสุุดของความผัันแปรฤดููกาลของ

อนุุกรมเวลา

ขั้้�นที่่�  2 สร้้างพารามิิเตอร์์เริ่่�มต้้น ตำแหน่่ง

ของแต่่ละวาฬแทนค่่าพารามิิเตอร์์ 54 ตั ว ซึ่่� งคืือ 

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ

การพยากรณ์โดยวัดความคลาดเคลื่อนระหว่างค่าพยากรณ์กับค่าข้อมูลจริง 

ฟังก์ชันวัตถุประสงค์ของ WOA-HW เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธี WOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
แนะนำให ้ต ั ้ งค ่าขอบเขตบน (Upper Bound Constraints) และขอบเขตล ่าง (Lower Bound Constraints) สำหรับ

พารามิเตอร์  และ  ตามสมการต่อไปนี้ 

Upper Bound Constraints:  และ  

Lower Bound Constraints:  และ  

โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย

การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี้ 

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์
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b b  ภายในขอบเขต [0, 1] 

ให้้สัังเกตว่่าในเบื้้�องต้้นสามารถให้้ WOA ค้ นหาค่่า

พารามิิเตอร์์ภายใต้้ขอบเขต [0, 1] ได้เ้ลย โดยไม่่ต้อ้งปรัับ

เปลี่่�ยนขั้้�นตอนวิิธีีของ WOA ใดๆ ส่ ่วนค่่าพารามิิเตอร์์

เหล่า่นั้้�นจะสามารถปรับัเป็น็หน่ว่ยตามข้อ้มูลูจริงิในภาย

หลัังก่่อนคำนวณความเหมาะสมของตััวแบบ

ขั้้�นที่่�  3 เลืือกการเคลื่่�อนไหว วาฬแต่่ละตััว

จะเลืือกการกระทำสำหรัับการเคลื่่�อนไหวครั้้�งต่่อไป

โดยเลืือกหนึ่่�งในสามการเคลื่่�อนไหวตามขั้้�นตอนวิิธีี

ของ WOA การเลืือกนี้้�กำหนดว่่าวาฬจะเคลื่่�อนเข้้าใกล้้

เหยื่่�อหรืือขยายการค้้นหาตามรหััสเทีียม Figure  1 โดย

มีีตััวแปรนำเข้้าของ WOA คืือ N = 30 , Tmax = 1,000 ,  

MaxTime = 180 sec. , Timprove= 50 , และ  m = 54

Science32-N6_1.indd   21Science32-N6_1.indd   21 13/1/2568 BE   12:0013/1/2568 BE   12:00



22

Thai Science and Technology Journal	 Vol. 32 No. 6 November-December 2024

ขั้้�นที่่�  4 การปรัับหน่่วยพารามิิเตอร์์ ตั้้�งค่่าขั้้�น

ตอนวิิธีี WOA ให้้ค้้นหาพารามิิเตอร์์ภายในขอบเขต [0, 

1] จากขั้้�นที่่�   2 ดั งนั้้�นจำเป็็นต้้องปรัับหน่่วยของ

พารามิิเตอร์์ก่่อนคำนวณค่่าความเหมาะสมของตััวแบบ

ในขั้้�นที่่� 5 โดยใช้้สมการต่่อไปนี้้�

Original Value  = Scaled Value x (Upper Bound 

Constraint - Lower Bound Constraint) + Lower 

Bound Constraint.

Original Value คื ือ ค่ าเดิิมหรืือค่่าตามหน่่วย

ข้้อมููลจริิง Scaled Value คืือ ค่่าพารามิิเตอร์์ที่่�ได้้จาก 

WOA ในช่่วง [0, 1] สมการนี้้�จะช่่วยแปลงค่่าพารามิิเตอร์์

ขั้้�นตอนวิิธีี WOA ในช่่วง [0, 1] ให้้กลัับไปอยู่่�ในหน่่วย

ตามข้้อมููลจริิง

หากค่่าเดิิมเป็็น 

ภายใต้ขอบเขต [0, 1] ได้เลย โดยไม่ต้องปรับเปลี่ยนขั้นตอนวิธีของ WOA ใดๆ ส่วนค่าพารามิเตอร์เหล่านั้นจะสามารถปรับ

เป็นหน่วยตามข้อมูลจริงในภายหลังก่อนคำนวณความเหมาะสมของตัวแบบ 

ขั้นที่ 3 เลือกการเคลื่อนไหว วาฬแต่ละตัวจะเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหวตามขั้นตอนวิธีของ WOA การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม 

Figure  1 โดยมีตัวแปรนำเข้าของ WOA คือ ,  , , , และ  

ขั้นที่ 4 การปรับหน่วยพารามิเตอร์ ตั้งค่าขั้นตอนวิธี WOA ให้ค้นหาพารามิเตอร์ภายในขอบเขต [0, 1] จากขั้นที่ 2 ดังนั้น

จำเป็นต้องปรับหน่วยของพารามิเตอร์ก่อนคำนวณค่าความเหมาะสมของตัวแบบในขั้นที่ 5 โดยใช้สมการต่อไปนี้ 

Original Value  = Scaled Value x (Upper Bound Constraint - Lower Bound Constraint) + Lower Bound 

Constraint. 

Original Value คือ ค่าเดิมหรือค่าตามหน่วยข้อมูลจริง Scaled Value คือ ค่าพารามิเตอร์ที่ได้จาก WOA ในช่วง [0, 1] 

สมการนี้จะช่วยแปลงค่าพารามิเตอร์ขั้นตอนวิธี WOA ในช่วง [0, 1] ให้กลับไปอยู่ในหน่วยตามข้อมูลจริง 

หากค่าเดิมเป็น  ต้องมกีารปรับฤดูกาลเพิ่มเติม สามารถคำนวณได้โดยใช้สูตรต่อไปนี้ 

กรณีแยกส่วนประกอบรูปแบบบวก  , แล้ว . 

(หมายเหตุ: กรณีแยกส่วนประกอบรูปแบบคูณ , แล้ว ) 

จากขั้นที่ 1 ถึง 4 ใน WOA-D ที่แสดงข้างต้นนั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม Figure  1 รหัสเทียมของ WOA 

เพียงแต่ว่าก่อนขั้นตอนการคำนวณ “Calculate ” ให้ใช้ขั้นที่ 4 การปรับขนาดพารามิเตอร์ ซึ่งขั้นที่ 4 นั้นก็จะ

อ้างอิงขั้นที่ 1 ในการกำหนดข้อจำกัดของพารามิเตอร์ ดังนั้นอาจจะสรุปได้ว่าการประยุกต์ใช้ WOA กับวิธีแยกส่วนประกอบ

นั้น ขั้นที่ 1 และ 4 ที่กล่าวถึงในหัวข้อนี้เป็นส่วนที่สำคัญมากใน WOA-D 

ขั้นที่ 5 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธีแยกส่วนประกอบ ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดี

ที่สุดได้และกำหนดเป็น  

ขั้นที่ 6 และ 7 กำหนดเกณฑ์การหยุด และ การประเมินประสิทธิภาพ เป็นดังเช่น WOA-HW 

ฟังก์ชันวัตถุประสงค์ของ WOA-D เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธี WOA-D ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 6  

2.3.5 การประเมินประสิทธิภาพ 

การประเมินของการศึกษานี้แบ่งออกเป็นสองประเภทที่แตกต่างกัน 

ประเภทแรกคือ “ระยะข้อมูลฝึกฝน” มีวัตถุประสงค์เพื ่อระบุแนวทางการสร้างตัวแบบที่ดีที ่สุดโดยการประเมิน

ประสิทธิภาพว่าแนวทางใดให้ค่า RMSE ต่ำสุดในช่วงชุดข้อมูลฝึกฝน โดยที่   หมายถึงความ

ยาวของชุดข้อมูลฝึกฝน และ  และ  หมายถึงค่าจริงและค่าพยากรณ์ของชุดข้อมูลฝึกฝน ตามลำดับ 
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 ต้อ้งมีีการปรัับฤดููกาลเพิ่่�มเติิม 

สามารถคำนวณได้้โดยใช้้สููตรต่่อไปนี้้�

กรณีีแยกส่่วนประกอบรููปแบบบวก  

ภายใต้ขอบเขต [0, 1] ได้เลย โดยไม่ต้องปรับเปลี่ยนขั้นตอนวิธีของ WOA ใดๆ ส่วนค่าพารามิเตอร์เหล่านั้นจะสามารถปรับ

เป็นหน่วยตามข้อมูลจริงในภายหลังก่อนคำนวณความเหมาะสมของตัวแบบ 
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, แล้้ว 

ภายใต้ขอบเขต [0, 1] ได้เลย โดยไม่ต้องปรับเปลี่ยนขั้นตอนวิธีของ WOA ใดๆ ส่วนค่าพารามิเตอร์เหล่านั้นจะสามารถปรับ

เป็นหน่วยตามข้อมูลจริงในภายหลังก่อนคำนวณความเหมาะสมของตัวแบบ 

ขั้นที่ 3 เลือกการเคลื่อนไหว วาฬแต่ละตัวจะเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหวตามขั้นตอนวิธีของ WOA การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม 

Figure  1 โดยมีตัวแปรนำเข้าของ WOA คือ ,  , , , และ  

ขั้นที่ 4 การปรับหน่วยพารามิเตอร์ ตั้งค่าขั้นตอนวิธี WOA ให้ค้นหาพารามิเตอร์ภายในขอบเขต [0, 1] จากขั้นที่ 2 ดังนั้น

จำเป็นต้องปรับหน่วยของพารามิเตอร์ก่อนคำนวณค่าความเหมาะสมของตัวแบบในขั้นที่ 5 โดยใช้สมการต่อไปนี้ 

Original Value  = Scaled Value x (Upper Bound Constraint - Lower Bound Constraint) + Lower Bound 

Constraint. 

Original Value คือ ค่าเดิมหรือค่าตามหน่วยข้อมูลจริง Scaled Value คือ ค่าพารามิเตอร์ที่ได้จาก WOA ในช่วง [0, 1] 

สมการนี้จะช่วยแปลงค่าพารามิเตอร์ขั้นตอนวิธี WOA ในช่วง [0, 1] ให้กลับไปอยู่ในหน่วยตามข้อมูลจริง 

หากค่าเดิมเป็น  ต้องมีการปรับฤดูกาลเพิ่มเติม สามารถคำนวณได้โดยใช้สูตรต่อไปนี้ 

กรณีแยกส่วนประกอบรูปแบบบวก  , แล้ว . 

(หมายเหตุ: กรณีแยกส่วนประกอบรูปแบบคูณ , แล้ว ) 

จากขั้นที่ 1 ถึง 4 ใน WOA-D ที่แสดงข้างต้นนั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม Figure  1 รหัสเทียมของ WOA 

เพียงแต่ว่าก่อนขั้นตอนการคำนวณ “Calculate ” ให้ใช้ขั้นที่ 4 การปรับขนาดพารามิเตอร์ ซึ่งขั้นที่ 4 นั้นก็จะ

อ้างอิงขั้นที่ 1 ในการกำหนดข้อจำกัดของพารามิเตอร์ ดังนั้นอาจจะสรุปได้ว่าการประยุกต์ใช้ WOA กับวิธีแยกส่วนประกอบ

นั้น ขั้นที่ 1 และ 4 ที่กล่าวถึงในหัวข้อนี้เป็นส่วนที่สำคัญมากใน WOA-D 

ขั้นที่ 5 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธีแยกส่วนประกอบ ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดี

ที่สุดได้และกำหนดเป็น  

ขั้นที่ 6 และ 7 กำหนดเกณฑ์การหยุด และ การประเมินประสิทธิภาพ เป็นดังเช่น WOA-HW 

ฟังก์ชันวัตถุประสงค์ของ WOA-D เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธี WOA-D ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 6  

2.3.5 การประเมินประสิทธิภาพ 

การประเมินของการศึกษานี้แบ่งออกเป็นสองประเภทที่แตกต่างกัน 

ประเภทแรกคือ “ระยะข้อมูลฝึกฝน” มีวัตถุประสงค์เพื ่อระบุแนวทางการสร้างตัวแบบที่ดีที ่สุดโดยการประเมิน
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ขั้นที่ 3 เลือกการเคลื่อนไหว วาฬแต่ละตัวจะเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหวตามขั้นตอนวิธีของ WOA การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม 
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กรณีแยกส่วนประกอบรูปแบบบวก  , แล้ว . 

(หมายเหตุ: กรณีแยกส่วนประกอบรูปแบบคูณ , แล้ว ) 

จากขั้นที่ 1 ถึง 4 ใน WOA-D ที่แสดงข้างต้นนั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม Figure  1 รหัสเทียมของ WOA 
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 ” ให้ใ้ช้ข้ั้้�นที่่� 4 การปรับัขนาด

พารามิิเตอร์์ ซึ่่� งขั้้�นที่่�  4 นั้้� นก็็จะอ้้างอิิงขั้้�นที่่�  1 ในการ

กำหนดข้้อจำกััดของพารามิิเตอร์์ ดั ังนั้้�นอาจจะสรุุปได้้

ว่า่การประยุุกต์ใ์ช้ ้WOA กับวิธิีแียกส่่วนประกอบนั้้�น ขั้้�น

ที่่� 1 และ 4 ที่่�กล่่าวถึึงในหััวข้้อนี้้�เป็็นส่่วนที่่�สำคััญมากใน 

WOA-D

ขั้้�นที่่�  5 คำนวณความเหมาะสมของตััวแบบ 

ความเหมาะสมถููกคำนวณโดยประเมิินจาก RMSE

ของชุุดข้้อมููล โดยใช้้ตำแหน่่งของวาฬแต่่ละตััวในวิิธีี

แยกส่่วนประกอบ ดั งนั้้�นค่่าพารามิิเตอร์์ที่่�ให้้ค่่า RMSE 

ต่ำ่สุุดในรอบนั้้�นจะสามารถตัดัสิินตำแหน่่งที่่�ดีที่่�สุดได้้และ

กำหนดเป็็น 

ภายใต้ขอบเขต [0, 1] ได้เลย โดยไม่ต้องปรับเปลี่ยนขั้นตอนวิธีของ WOA ใดๆ ส่วนค่าพารามิเตอร์เหล่านั้นจะสามารถปรับ
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Figure  1 โดยมีตัวแปรนำเข้าของ WOA คือ ,  , , , และ  

ขั้นที่ 4 การปรับหน่วยพารามิเตอร์ ตั้งค่าขั้นตอนวิธี WOA ให้ค้นหาพารามิเตอร์ภายในขอบเขต [0, 1] จากขั้นที่ 2 ดังนั้น

จำเป็นต้องปรับหน่วยของพารามิเตอร์ก่อนคำนวณค่าความเหมาะสมของตัวแบบในขั้นที่ 5 โดยใช้สมการต่อไปนี้ 

Original Value  = Scaled Value x (Upper Bound Constraint - Lower Bound Constraint) + Lower Bound 

Constraint. 
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สมการนี้จะช่วยแปลงค่าพารามิเตอร์ขั้นตอนวิธี WOA ในช่วง [0, 1] ให้กลับไปอยู่ในหน่วยตามข้อมูลจริง 

หากค่าเดิมเป็น  ต้องมีการปรับฤดูกาลเพิ่มเติม สามารถคำนวณได้โดยใช้สูตรต่อไปนี้ 

กรณีแยกส่วนประกอบรูปแบบบวก  , แล้ว . 

(หมายเหตุ: กรณีแยกส่วนประกอบรูปแบบคูณ , แล้ว ) 

จากขั้นที่ 1 ถึง 4 ใน WOA-D ที่แสดงข้างต้นนั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม Figure  1 รหัสเทียมของ WOA 

เพียงแต่ว่าก่อนขั้นตอนการคำนวณ “Calculate ” ให้ใช้ขั้นที่ 4 การปรับขนาดพารามิเตอร์ ซึ่งขั้นที่ 4 นั้นก็จะ

อ้างอิงขั้นที่ 1 ในการกำหนดข้อจำกัดของพารามิเตอร์ ดังนั้นอาจจะสรุปได้ว่าการประยุกต์ใช้ WOA กับวิธีแยกส่วนประกอบ

นั้น ขั้นที่ 1 และ 4 ที่กล่าวถึงในหัวข้อนี้เป็นส่วนที่สำคัญมากใน WOA-D 

ขั้นที่ 5 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธีแยกส่วนประกอบ ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดี

ที่สุดได้และกำหนดเป็น  

ขั้นที่ 6 และ 7 กำหนดเกณฑ์การหยุด และ การประเมินประสิทธิภาพ เป็นดังเช่น WOA-HW 

ฟังก์ชันวัตถุประสงค์ของ WOA-D เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธี WOA-D ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 6  

2.3.5 การประเมินประสิทธิภาพ 

การประเมินของการศึกษานี้แบ่งออกเป็นสองประเภทที่แตกต่างกัน 

ประเภทแรกคือ “ระยะข้อมูลฝึกฝน” มีวัตถุประสงค์เพื ่อระบุแนวทางการสร้างตัวแบบที่ดีที ่สุดโดยการประเมิน

ประสิทธิภาพว่าแนวทางใดให้ค่า RMSE ต่ำสุดในช่วงชุดข้อมูลฝึกฝน โดยที่   หมายถึงความ

ยาวของชุดข้อมูลฝึกฝน และ  และ  หมายถึงค่าจริงและค่าพยากรณ์ของชุดข้อมูลฝึกฝน ตามลำดับ 
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ขั้้�นที่่�  6 และ 7 กำหนดเกณฑ์์การหยุุด และ 

การประเมิินประสิิทธิิภาพ เป็็นดัังเช่่น WOA-HW

ฟัังก์์ชัันวััตถุุประสงค์์ของ WOA-D เป็็นสมการ

ต่่อไปนี้้�

 

ภายใต้ขอบเขต [0, 1] ได้เลย โดยไม่ต้องปรับเปลี่ยนขั้นตอนวิธีของ WOA ใดๆ ส่วนค่าพารามิเตอร์เหล่านั้นจะสามารถปรับ

เป็นหน่วยตามข้อมูลจริงในภายหลังก่อนคำนวณความเหมาะสมของตัวแบบ 

ขั้นที่ 3 เลือกการเคลื่อนไหว วาฬแต่ละตัวจะเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหวตามขั้นตอนวิธีของ WOA การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม 

Figure  1 โดยมีตัวแปรนำเข้าของ WOA คือ ,  , , , และ  

ขั้นที่ 4 การปรับหน่วยพารามิเตอร์ ตั้งค่าขั้นตอนวิธี WOA ให้ค้นหาพารามิเตอร์ภายในขอบเขต [0, 1] จากขั้นที่ 2 ดังนั้น

จำเป็นต้องปรับหน่วยของพารามิเตอร์ก่อนคำนวณค่าความเหมาะสมของตัวแบบในขั้นที่ 5 โดยใช้สมการต่อไปนี้ 

Original Value  = Scaled Value x (Upper Bound Constraint - Lower Bound Constraint) + Lower Bound 

Constraint. 

Original Value คือ ค่าเดิมหรือค่าตามหน่วยข้อมูลจริง Scaled Value คือ ค่าพารามิเตอร์ที่ได้จาก WOA ในช่วง [0, 1] 

สมการนี้จะช่วยแปลงค่าพารามิเตอร์ขั้นตอนวิธี WOA ในช่วง [0, 1] ให้กลับไปอยู่ในหน่วยตามข้อมูลจริง 

หากค่าเดิมเป็น  ต้องมีการปรับฤดูกาลเพิ่มเติม สามารถคำนวณได้โดยใช้สูตรต่อไปนี้ 

กรณีแยกส่วนประกอบรูปแบบบวก  , แล้ว . 

(หมายเหตุ: กรณีแยกส่วนประกอบรูปแบบคูณ , แล้ว ) 

จากขั้นที่ 1 ถึง 4 ใน WOA-D ที่แสดงข้างต้นนั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม Figure  1 รหัสเทียมของ WOA 

เพียงแต่ว่าก่อนขั้นตอนการคำนวณ “Calculate ” ให้ใช้ขั้นที่ 4 การปรับขนาดพารามิเตอร์ ซึ่งขั้นที่ 4 นั้นก็จะ

อ้างอิงขั้นที่ 1 ในการกำหนดข้อจำกัดของพารามิเตอร์ ดังนั้นอาจจะสรุปได้ว่าการประยุกต์ใช้ WOA กับวิธีแยกส่วนประกอบ

นั้น ขั้นที่ 1 และ 4 ที่กล่าวถึงในหัวข้อนี้เป็นส่วนที่สำคัญมากใน WOA-D 

ขั้นที่ 5 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธีแยกส่วนประกอบ ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดี

ที่สุดได้และกำหนดเป็น  

ขั้นที่ 6 และ 7 กำหนดเกณฑ์การหยุด และ การประเมินประสิทธิภาพ เป็นดังเช่น WOA-HW 

ฟังก์ชันวัตถุประสงค์ของ WOA-D เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธี WOA-D ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 6  

2.3.5 การประเมินประสิทธิภาพ 

การประเมินของการศึกษานี้แบ่งออกเป็นสองประเภทที่แตกต่างกัน 

ประเภทแรกคือ “ระยะข้อมูลฝึกฝน” มีวัตถุประสงค์เพื ่อระบุแนวทางการสร้างตัวแบบที่ดีที ่สุดโดยการประเมิน

ประสิทธิภาพว่าแนวทางใดให้ค่า RMSE ต่ำสุดในช่วงชุดข้อมูลฝึกฝน โดยที่   หมายถึงความ

ยาวของชุดข้อมูลฝึกฝน และ  และ  หมายถึงค่าจริงและค่าพยากรณ์ของชุดข้อมูลฝึกฝน ตามลำดับ 
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ที่่�ซึ่่�ง 

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ

การพยากรณ์โดยวัดความคลาดเคลื่อนระหว่างค่าพยากรณ์กับค่าข้อมูลจริง 

ฟังก์ชันวัตถุประสงค์ของ WOA-HW เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธี WOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
แนะนำให ้ต ั ้ งค ่าขอบเขตบน (Upper Bound Constraints) และขอบเขตล ่าง (Lower Bound Constraints) สำหรับ

พารามิเตอร์  และ  ตามสมการต่อไปนี้ 

Upper Bound Constraints:  และ  

Lower Bound Constraints:  และ  

โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย

การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี ้

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์
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 โดย T  คืือจำนวนข้้อมููล

ในอนุุกรมเวลา 

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ

การพยากรณ์โดยวัดความคลาดเคลื่อนระหว่างค่าพยากรณ์กับค่าข้อมูลจริง 

ฟังก์ชันวัตถุประสงค์ของ WOA-HW เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธ ีWOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
แนะนำให ้ต ั ้ งค ่าขอบเขตบน (Upper Bound Constraints) และขอบเขตล ่าง (Lower Bound Constraints) สำหรับ

พารามิเตอร์  และ  ตามสมการต่อไปนี้ 

Upper Bound Constraints:  และ  

Lower Bound Constraints:  และ  

โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย

การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี้ 

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์
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 คืือ ค่่าข้้อมููลจริิง 

ขั้นที่ 4 กำหนดเกณฑ์การหยุด ขั้นตอน WOA จะสิ้นสุดลงเมื่อค่าความเหมาะสมไม่สามารถปรับปรุงได้หลังจากถึงจำนวนรอบ

ที่กำหนด  หรือถึงขีดจำกัดเวลา  หรือถึงจำนวนรอบสูงสุด  ณ จุดนี้ พารามิเตอร์ที่ดีที่สุดจะถูกส่งออก

ไปใช้ 

ขั้นที่ 5 การประเมินประสิทธิภาพ การประเมินประสิทธิภาพของ HW ด้วยพารามิเตอร์ที่ดีที่สุด เราประเมินความแม่นยำของ

การพยากรณ์โดยวัดความคลาดเคลื่อนระหว่างค่าพยากรณ์กับค่าข้อมูลจริง 

ฟังก์ชันวัตถุประสงค์ของ WOA-HW เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธ ีWOA-HW ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 4  

จากขั้นที่ 1 ถึง 5 ใน WOA-HW นั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม  Figure  1 รหัสเทียมของ WOA เนื่องจากว่า

ค่าพารามิเตอร์ของ HW มีช่วงเดียวกันกับขั้นตอนวิธี WOA คือ [0, 1]  

2.3.4 การผสานขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบวาฬกับการแยกส่วนประกอบ  

การเลือกพารามิเตอร์มีผลกระทบอย่างมากต่อประสิทธิภาพของตัวแบบ WOA-D [15, 16] ในการศึกษานี้ขั้นตอนวิธีการ

หาค่าเหมาะที่สุดแบบวาฬถูกใช้เพื่อแก้ปัญหาค่าพารามิเตอร์  ซึ่งมีจำนวนพารามิเตอร์ 54 ตัว

ของการแยกส่วนประกอบ มีขั้นตอนการดำเนินการดังนี้ 

ขั้นที่ 1 กำหนดข้อจำกัดของพารามิเตอร์ คำนวณส่วนประกอบแนวโน้มโดยใช้การถดถอยเชิงเส้นจะได้  
แนะนำให ้ต ั ้ งค ่าขอบเขตบน (Upper Bound Constraints) และขอบเขตล ่าง (Lower Bound Constraints) สำหรับ

พารามิเตอร์  และ  ตามสมการต่อไปนี้ 

Upper Bound Constraints:  และ  

Lower Bound Constraints:  และ  

โดยข้อจำกัดเหล่านี้มีผลเมื่อพารามิเตอร์เป็นค่าบวก ในทางกลับกันหากพารามิเตอร์เป็นลบให้สลับขอบเขตบนและล่าง 

ค่าคงตัวที่กำหนด 0.8 และ 1.2 ใช้ในการควบคุมส่วนประกอบแนวโน้มให้อยู่ในช่วงที่เหมาะสมซึ่งสามารถปรับเปลี่ยนได้ โดย

การลดค่าคงตัวเหล่านี้ลงจะทำให้ขอบเขตการค้นหาพารามเิตอร ์  และ  แคบลง ซึ่งส่งผลให้กระบวนการค้นหาเร็วขึ้นแต่

อาจส่งผลให้ผลลัพธ์สุดท้ายมีความแม่นยำน้อย และในทางกลับกันการเพิ่มค่าคงตัวเหล่านี้จะขยายขอบเขตการค้นหา

พารามิเตอร์  และ  ให้กว้างขึ้น ซึ่งอาจทำให้กระบวนการหาค่าที่เหมาะสมช้าลง แต่ส่งผลให้ผลลัพธ์สุดท้ายแม่นยำ

ยิ่งขึ้น อย่างไรก็ตามในการศึกษานี้แนะนำค่า 0.8 และ 1.2 เนื่องจากได้ทำการทดสอบเบื้องต้นอย่างเพียงพอสำหรับการ

กำหนดค่าพารามิเตอร์เหล่านี้แล้ว 

การกำหนดขอบเขตความแปรผันฤดูกาล ให้ขจัดส่วนประกอบแนวโน้มออกจากอนุกรมเวลาโดยใช้การหาผลต่างลำดับ 1 

จะได้  กำหนดข้อจำกัดขอบเขตบนและล่างสำหรับพารามิเตอร์ฤดูกาล ดังนี้ 

Upper Bound Constraints (US)  +[ค่าแอมพลิจูดสูงสุดของ ] 

Lower Bound Constraints (LS)  -[ค่าแอมพลิจูดต่ำสุดของ ] 

แอมพลิจูด คือความสูงสูงสุดของคลื่น ซึ่งในกรณีนี้หมายถึง ความสูงสุดของความผันแปรฤดูกาลของอนุกรมเวลา 

ข ั ้ น ท ี ่  2  ส ร ้ า งพ า ร า ม ิ เ ต อ ร ์ เ ร ิ ่ ม ต ้ น  ต ำแหน ่ ง ข อ ง แต ่ ล ะ ว าฬแทนค ่ า พ า ร า ม ิ เ ต อ ร ์  5 4  ต ั ว  ซ ึ ่ ง คื อ 

ภายในขอบเขต [0, 1] ให้สังเกตว่าในเบื้องต้นสามารถให้ WOA ค้นหาค่าพารามิเตอร์
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 คืือ ค่่าพยากรณ์์

โดยวิิธีี WOA-D ที่่�ได้้ค่่าพารามิิเตอร์์ที่่�ดีีที่่�สุุดจากขั้้�นที่่� 6 

2.3.5 การประเมิินประสิิทธิิภาพ

การประเมิินของการศึึกษานี้้�แบ่่งออกเป็็นสอง

ประเภทที่่�แตกต่่างกััน

ประเภทแรกคือื “ระยะข้อ้มูลูฝึกึฝน” มีวีัตัถุปุระสงค์เ์พื่่�อ

ระบุุแนวทางการสร้้างตััวแบบที่่�ดีที่่�สุดโดยการประเมิิน

ประสิิทธิิภาพว่่าแนวทางใดให้้ค่่า RMSE ต่่ำสุุดในช่่วงชุุด

ข้้อมููลฝึึกฝน โดยที่่� 

ภายใต้ขอบเขต [0, 1] ได้เลย โดยไม่ต้องปรับเปลี่ยนขั้นตอนวิธีของ WOA ใดๆ ส่วนค่าพารามิเตอร์เหล่านั้นจะสามารถปรับ

เป็นหน่วยตามข้อมูลจริงในภายหลังก่อนคำนวณความเหมาะสมของตัวแบบ 

ขั้นที่ 3 เลือกการเคลื่อนไหว วาฬแต่ละตัวจะเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหวตามขั้นตอนวิธีของ WOA การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม 

Figure  1 โดยมีตัวแปรนำเข้าของ WOA คือ ,  , , , และ  

ขั้นที่ 4 การปรับหน่วยพารามิเตอร์ ตั้งค่าขั้นตอนวิธี WOA ให้ค้นหาพารามิเตอร์ภายในขอบเขต [0, 1] จากขั้นที่ 2 ดังนั้น

จำเป็นต้องปรับหน่วยของพารามิเตอร์ก่อนคำนวณค่าความเหมาะสมของตัวแบบในขั้นที่ 5 โดยใช้สมการต่อไปนี้ 

Original Value  = Scaled Value x (Upper Bound Constraint - Lower Bound Constraint) + Lower Bound 

Constraint. 

Original Value คือ ค่าเดิมหรือค่าตามหน่วยข้อมูลจริง Scaled Value คือ ค่าพารามิเตอร์ที่ได้จาก WOA ในช่วง [0, 1] 

สมการนี้จะช่วยแปลงค่าพารามิเตอร์ขั้นตอนวิธี WOA ในช่วง [0, 1] ให้กลับไปอยู่ในหน่วยตามข้อมูลจริง 
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หมายถึงึค่า่จริงิและค่า่พยากรณ์ข์องชุดุข้อ้มูลูฝึกึฝน ตาม

ลำดัับ

เนื่่�องจากในระยะข้้อมููลฝึึกฝนดำเนิินการหาค่่า

เหมาะที่่�สุุดอยู่่�บนฟัังก์์ชัันวััตถุุประสงค์์ RMSE โดยสร้้าง

ตััวแบบให้้มีี RMSE ต่่ำสุุดจะเป็็นตััวแบบที่่�ดีีที่่�สุุด ดัังนั้้�น

ในระยะข้อ้มูลูฝึึกฝนจึงึประเมินิประสิทิธิภิาพด้ว้ย RMSE 

โดยผลของค่่า RMSE ในระยะข้้อมููลฝึึกฝนนี้้�จะได้้ค่่า 

RMSE ทั้้�งหมด 4 วิิธีีคืือ RMSE ของ Classic-D Classic-

HW WOA-D และ WOA-HW โดยจะเปรียีบเทียีบหาค่า่ที่่�

ต่่ำที่่�สุุดของ RMSE เป็็นคู่่�เทีียบกััน 2 คู่่� คืือ Classic-D 

เปรีียบเทีียบกัับ WOA-D และ Classic-HW เปรีียบเทีียบ 

WOA-HW
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ประเภทสองคืือ “ระยะข้้อมููลทดสอบ” มี ี

วััตถุุประสงค์์เพื่่�อประเมิินความสามารถในการพยากรณ์์

ล่ว่งหน้า้ของตัวัแบบโดยให้ต้ัวัแบบพยากรณ์ล์่ว่งหน้า้สอง

ปีีหรืือ 105 สััปดาห์์ เพื่่�อเปรีียบเทีียบประสิิทธิิภาพของ

ตััวแบบโดยละเอีียด ในระยะนี้้�ใช้้ตััวชี้้�วัดสำคััญ 3 ตั ว 

ได้้แก่่ RMSE ความคลาดเคลื่่�อนสััมบููรณ์์เฉลี่่�ย (Mean 

Absolute Error: MAE) และ ร้้อยละความคลาดเคลื่่�อน

สััมบููรณ์์เฉลี่่�ย (Mean Absolute Percentage Error: 

MAPE) ในการประเมิินมีีสููตรดัังต่่อไปนี้้�

เนื่องจากในระยะข้อมูลฝึกฝนดำเนินการหาค่าเหมาะที่สุดอยู่บนฟังก์ชันวัตถุประสงค์ RMSE โดยสร้างตัวแบบให้มี RMSE 

ต่ำสุดจะเป็นตัวแบบที่ดีที่สุด ดังนั้นในระยะข้อมูลฝึกฝนจึงประเมินประสิทธิภาพด้วย RMSE โดยผลของค่า RMSE ในระยะ

ข้อมูลฝึกฝนนี ้จะได้ค ่า RMSE ทั ้งหมด 4 วิธ ีค ือ RMSE ของ Classic-D Classic-HW WOA-D และ WOA-HW โดยจะ

เปรียบเทียบหาค่าที ่ต่ำที ่สุดของ RMSE เป็นคู ่เทียบกัน 2 คู่ คือ Classic-D เปรียบเทียบกับ WOA-D และ Classic-HW 

เปรียบเทียบ WOA-HW 

ประเภทสองคือ “ระยะข้อมูลทดสอบ” มีวัตถุประสงค์เพื่อประเมินความสามารถในการพยากรณ์ล่วงหน้าของตัวแบบโดย

ให้ตัวแบบพยากรณ์ล่วงหน้าสองปีหรือ 105 สัปดาห์ เพื่อเปรียบเทียบประสิทธิภาพของตัวแบบโดยละเอียด ในระยะนี้ใช้

ตัวชี ้ว ัดสำคัญ 3 ตัว ได้แก่ RMSE ความคลาดเคลื ่อนสมบูรณ์เฉลี ่ย (Mean Absolute Error: MAE) และ ร้อยละความ

คลาดเคลื่อนสัมบูรณ์เฉลี่ย (Mean Absolute Percent Error: MAPE) ในการประเมินมีสูตรดังต่อไปนี้ 

 และ สำหรับ  

 หมายถึงความยาวของชุดข้อมูลทดสอบ และ  และ  หมายถึงค่าจริงและค่าพยากรณ์ของชุดข้อมูลทดสอบ ตามลำดับ 

 

เนื่องจากการพยากรณ์อนุกรมเวลาในข้อมูลจริงย่อมมีความแปรผันของข้อมูลที่เกิดขึ้นได้ การแบ่งข้อมูลเป็นชุดข้อมูล

ฝึกฝนและทดสอบถ้าชุดข้อมูลทั้ง 2 มีลักษณะเดียวกันทุกประการ ความคลาดเคลื่อนที่ได้จากตัวแบบที่ดีที่สุด (ค่าความคลาด

เคลื่อนต่ำสุด) จากชุดข้อมูลฝึกฝนก็จะตรงกันกับชุดข้อมูลทดสอบ แต่การพยากรณ์อนุกรมเวลาในข้อมูลจริงย่อมมีความแปร

ผันของข้อมูล ดังนั้นเพื่อเป็นประโยชน์ต่อการนำค่าพยากรณ์ล่วงหน้าไปใช้ การเพิ่มตัวแบบอื่นๆ ในการพยากรณ์จึงเป็นสิ่ง

สำคัญที่การศึกษานี้ ในระยะข้อมูลทดสอบจึงเพิ่มวิธีการ Box-Jenkins [18] ซึ่งเป็นตัวแบบที่นิยมใช้กันอย่างแพร่หลาย การ

ระบุพารามิเตอร์ของ Box-Jenkins ในการศึกษานี้ทำได้โดยใช้ขั้นตอนต่างๆ หลายขั้นตอน เพื่อระบุตัวแบบรวมการถดถอยใน

ต ั ว ก ั บ ก า ร เ ฉ ล ี ่ ย เ ค ล ื ่ อ น ที่ แ บ บ ม ี ฤ ด ู ก า ล  ( Seasonal Autoregressive Integrated Moving Average: 

SARIMA(p,d,q)(P,D,Q)52) ดังนี้ 

1. การเตรียมข้อมูล (Data Preparation) 

การวิเคราะห์ข้อมูลกราฟอนุกรมเวลา และ ACF ดัง Figure 2, 3 และ 4 และ ใช้การทดสอบ Dickey-Fuller 

(DF) โดยตั ้งลำดับสูงสุดที ่ 52 เพื ่อพิจารณาฤดูกาลตามเงื ่อนไขเกณฑ์สารสนเทศของอะกะอิเกะ (Akaike 

information criterion: AIC) เพื่อพิจารณาความเป็นอนุกรมเวลาแบบคงที่ ถ้าไม่เป็นอนุกรมเวลาแบบคงที่จะ

ดำเนินการแปลงข้อมูลด้วยการหาลำดับที่ของการหาผลต่าง d และผลต่างฤดูกาลของอนุกรมเวลา D ของอนุกรม

เวลา หรือการแปลงของบ็อกซ์-ค็อกซ์ (Box-Cox transformation) แก้ไขปัญหาเมื่อความแปรปรวนของอนุกรม

เวลาไม่คงที่ 

2. การระบตุัวแบบ (Model Identification) 

กำหนดขอบเขตค่า p, q ตั้งแต่ 0 ถึง 2 และ P, Q ตั้งแต่ 0 ถึง 1 ในการค้นหาพารามิเตอร์ที่เหมาะสม ใช้

วิธีการการค้นหากริดเป็นเทคนิคที่ใช้ในการเรียนรู้ของเครื่อง (Machine Learning) เพื่อค้นหาไฮเปอร์พารามิเตอร์ 

(Hyperparameters) ที่เหมาะสมที่สุดสำหรับตัวแบบที่กำหนด ไฮเปอร์พารามิเตอร ์คือ พารามิเตอร์ที่ตั้งค่าไว้ก่อน

กระบวนการเรียนรู้จะเริ่มต้น ในกรณีนี้ คือ ค่าพารามิเตอร์ที่สามารถกำหนดตัวแบบ SARIMA(p,d,q)(P,D,Q)52 

ดังนั้นชุดค่าผสมต่าง ๆ เกิดจากผลคูณคาร์ทีเซียน (Cartesian) ของค่าพารามิเตอร์อย่างเป็นระบบเพื่อระบุตัวแบบที่

เหมาะสมที่สุดตามเกณฑ์ที่กำหนด 

ขั้นตอนที่สำคัญของการค้นหากริดจึงอธิบายได้ดังนี้ 

2.1 กำหนดชุดของค่าที่เป็นไปได้สำหรับแต่ละพารามิเตอร์ p, q ตั้งแต่ 0 ถึง 2 และ P, Q ตั้งแต่ 0 ถึง 1  
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 และ 

เนื่องจากในระยะข้อมูลฝึกฝนดำเนินการหาค่าเหมาะที่สุดอยู่บนฟังก์ชันวัตถุประสงค์ RMSE โดยสร้างตัวแบบให้มี RMSE 

ต่ำสุดจะเป็นตัวแบบที่ดีที่สุด ดังนั้นในระยะข้อมูลฝึกฝนจึงประเมินประสิทธิภาพด้วย RMSE โดยผลของค่า RMSE ในระยะ

ข้อมูลฝึกฝนนี ้จะได้ค ่า RMSE ทั ้งหมด 4 วิธ ีค ือ RMSE ของ Classic-D Classic-HW WOA-D และ WOA-HW โดยจะ

เปรียบเทียบหาค่าที ่ต่ำที ่สุดของ RMSE เป็นคู ่เทียบกัน 2 คู่ คือ Classic-D เปรียบเทียบกับ WOA-D และ Classic-HW 

เปรียบเทียบ WOA-HW 

ประเภทสองคือ “ระยะข้อมูลทดสอบ” มีวัตถุประสงค์เพื่อประเมินความสามารถในการพยากรณ์ล่วงหน้าของตัวแบบโดย

ให้ตัวแบบพยากรณ์ล่วงหน้าสองปีหรือ 105 สัปดาห์ เพื่อเปรียบเทียบประสิทธิภาพของตัวแบบโดยละเอียด ในระยะนี้ใช้

ตัวชี ้ว ัดสำคัญ 3 ตัว ได้แก่ RMSE ความคลาดเคลื ่อนสมบูรณ์เฉลี ่ย (Mean Absolute Error: MAE) และ ร้อยละความ

คลาดเคลื่อนสัมบูรณ์เฉลี่ย (Mean Absolute Percent Error: MAPE) ในการประเมินมีสูตรดังต่อไปนี้ 

 และ สำหรับ  

 หมายถึงความยาวของชุดข้อมูลทดสอบ และ  และ  หมายถึงค่าจริงและค่าพยากรณ์ของชุดข้อมูลทดสอบ ตามลำดับ 

 

เนื่องจากการพยากรณ์อนุกรมเวลาในข้อมูลจริงย่อมมีความแปรผันของข้อมูลที่เกิดขึ้นได้ การแบ่งข้อมูลเป็นชุดข้อมูล

ฝึกฝนและทดสอบถ้าชุดข้อมูลทั้ง 2 มีลักษณะเดียวกันทุกประการ ความคลาดเคลื่อนที่ได้จากตัวแบบที่ดีที่สุด (ค่าความคลาด

เคลื่อนต่ำสุด) จากชุดข้อมูลฝึกฝนก็จะตรงกันกับชุดข้อมูลทดสอบ แต่การพยากรณ์อนุกรมเวลาในข้อมูลจริงย่อมมีความแปร

ผันของข้อมูล ดังนั้นเพื่อเป็นประโยชน์ต่อการนำค่าพยากรณ์ล่วงหน้าไปใช้ การเพิ่มตัวแบบอื่นๆ ในการพยากรณ์จึงเป็นสิ่ง

สำคัญที่การศึกษานี้ ในระยะข้อมูลทดสอบจึงเพิ่มวิธีการ Box-Jenkins [18] ซึ่งเป็นตัวแบบที่นิยมใช้กันอย่างแพร่หลาย การ

ระบุพารามิเตอร์ของ Box-Jenkins ในการศึกษานี้ทำได้โดยใช้ขั้นตอนต่างๆ หลายขั้นตอน เพื่อระบุตัวแบบรวมการถดถอยใน

ต ั ว ก ั บ ก า ร เ ฉ ล ี ่ ย เ ค ล ื ่ อ น ที่ แ บ บ ม ี ฤ ด ู ก า ล  ( Seasonal Autoregressive Integrated Moving Average: 

SARIMA(p,d,q)(P,D,Q)52) ดังนี้ 

1. การเตรียมข้อมูล (Data Preparation) 

การวิเคราะห์ข้อมูลกราฟอนุกรมเวลา และ ACF ดัง Figure 2, 3 และ 4 และ ใช้การทดสอบ Dickey-Fuller 

(DF) โดยตั ้งลำดับสูงสุดที ่ 52 เพื ่อพิจารณาฤดูกาลตามเงื ่อนไขเกณฑ์สารสนเทศของอะกะอิเกะ (Akaike 

information criterion: AIC) เพื่อพิจารณาความเป็นอนุกรมเวลาแบบคงที่ ถ้าไม่เป็นอนุกรมเวลาแบบคงที่จะ

ดำเนินการแปลงข้อมูลด้วยการหาลำดับที่ของการหาผลต่าง d และผลต่างฤดูกาลของอนุกรมเวลา D ของอนุกรม

เวลา หรือการแปลงของบ็อกซ์-ค็อกซ์ (Box-Cox transformation) แก้ไขปัญหาเมื่อความแปรปรวนของอนุกรม

เวลาไม่คงที่ 

2. การระบตุัวแบบ (Model Identification) 

กำหนดขอบเขตค่า p, q ตั้งแต่ 0 ถึง 2 และ P, Q ตั้งแต่ 0 ถึง 1 ในการค้นหาพารามิเตอร์ที่เหมาะสม ใช้

วิธีการการค้นหากริดเป็นเทคนิคที่ใช้ในการเรียนรู้ของเครื่อง (Machine Learning) เพื่อค้นหาไฮเปอร์พารามิเตอร์ 

(Hyperparameters) ที่เหมาะสมที่สุดสำหรับตัวแบบที่กำหนด ไฮเปอร์พารามิเตอร ์คือ พารามิเตอร์ที่ตั้งค่าไว้ก่อน

กระบวนการเรียนรู้จะเริ่มต้น ในกรณีนี้ คือ ค่าพารามิเตอร์ที่สามารถกำหนดตัวแบบ SARIMA(p,d,q)(P,D,Q)52 

ดังนั้นชุดค่าผสมต่าง ๆ เกิดจากผลคูณคาร์ทีเซียน (Cartesian) ของค่าพารามิเตอร์อย่างเป็นระบบเพื่อระบุตัวแบบที่

เหมาะสมที่สุดตามเกณฑ์ที่กำหนด 

ขั้นตอนที่สำคัญของการค้นหากริดจึงอธิบายได้ดังนี้ 

2.1 กำหนดชุดของค่าที่เป็นไปได้สำหรับแต่ละพารามิเตอร์ p, q ตั้งแต่ 0 ถึง 2 และ P, Q ตั้งแต่ 0 ถึง 1  
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 สำหรัับ 

เนื่องจากในระยะข้อมูลฝึกฝนดำเนินการหาค่าเหมาะที่สุดอยู่บนฟังก์ชันวัตถุประสงค์ RMSE โดยสร้างตัวแบบให้มี RMSE 

ต่ำสุดจะเป็นตัวแบบที่ดีที่สุด ดังนั้นในระยะข้อมูลฝึกฝนจึงประเมินประสิทธิภาพด้วย RMSE โดยผลของค่า RMSE ในระยะ

ข้อมูลฝึกฝนนี ้จะได้ค ่า RMSE ทั ้งหมด 4 วิธ ีค ือ RMSE ของ Classic-D Classic-HW WOA-D และ WOA-HW โดยจะ

เปรียบเทียบหาค่าที ่ต่ำที ่สุดของ RMSE เป็นคู ่เทียบกัน 2 คู่ คือ Classic-D เปรียบเทียบกับ WOA-D และ Classic-HW 

เปรียบเทียบ WOA-HW 

ประเภทสองคือ “ระยะข้อมูลทดสอบ” มีวัตถุประสงค์เพื่อประเมินความสามารถในการพยากรณ์ล่วงหน้าของตัวแบบโดย

ให้ตัวแบบพยากรณ์ล่วงหน้าสองปีหรือ 105 สัปดาห์ เพื่อเปรียบเทียบประสิทธิภาพของตัวแบบโดยละเอียด ในระยะนี้ใช้

ตัวชี ้ว ัดสำคัญ 3 ตัว ได้แก่ RMSE ความคลาดเคลื ่อนสมบูรณ์เฉลี ่ย (Mean Absolute Error: MAE) และ ร้อยละความ

คลาดเคลื่อนสัมบูรณ์เฉลี่ย (Mean Absolute Percent Error: MAPE) ในการประเมินมีสูตรดังต่อไปนี้ 

 และ สำหรับ  

 หมายถึงความยาวของชุดข้อมูลทดสอบ และ  และ  หมายถึงค่าจริงและค่าพยากรณ์ของชุดข้อมูลทดสอบ ตามลำดับ 

 

เนื่องจากการพยากรณ์อนุกรมเวลาในข้อมูลจริงย่อมมีความแปรผันของข้อมูลที่เกิดขึ้นได้ การแบ่งข้อมูลเป็นชุดข้อมูล

ฝึกฝนและทดสอบถ้าชุดข้อมูลทั้ง 2 มีลักษณะเดียวกันทุกประการ ความคลาดเคลื่อนที่ได้จากตัวแบบที่ดีที่สุด (ค่าความคลาด

เคลื่อนต่ำสุด) จากชุดข้อมูลฝึกฝนก็จะตรงกันกับชุดข้อมูลทดสอบ แต่การพยากรณ์อนุกรมเวลาในข้อมูลจริงย่อมมีความแปร

ผันของข้อมูล ดังนั้นเพื่อเป็นประโยชน์ต่อการนำค่าพยากรณ์ล่วงหน้าไปใช้ การเพิ่มตัวแบบอื่นๆ ในการพยากรณ์จึงเป็นสิ่ง

สำคัญที่การศึกษานี้ ในระยะข้อมูลทดสอบจึงเพิ่มวิธีการ Box-Jenkins [18] ซึ่งเป็นตัวแบบที่นิยมใช้กันอย่างแพร่หลาย การ

ระบุพารามิเตอร์ของ Box-Jenkins ในการศึกษานี้ทำได้โดยใช้ขั้นตอนต่างๆ หลายขั้นตอน เพื่อระบุตัวแบบรวมการถดถอยใน

ต ั ว ก ั บ ก า ร เ ฉ ล ี ่ ย เ ค ล ื ่ อ น ที่ แ บ บ ม ี ฤ ด ู ก า ล  ( Seasonal Autoregressive Integrated Moving Average: 

SARIMA(p,d,q)(P,D,Q)52) ดังนี้ 

1. การเตรียมข้อมูล (Data Preparation) 

การวิเคราะห์ข้อมูลกราฟอนุกรมเวลา และ ACF ดัง Figure 2, 3 และ 4 และ ใช้การทดสอบ Dickey-Fuller 

(DF) โดยตั ้งลำดับสูงสุดที ่ 52 เพื ่อพิจารณาฤดูกาลตามเงื ่อนไขเกณฑ์สารสนเทศของอะกะอิเกะ (Akaike 

information criterion: AIC) เพื่อพิจารณาความเป็นอนุกรมเวลาแบบคงที่ ถ้าไม่เป็นอนุกรมเวลาแบบคงที่จะ

ดำเนินการแปลงข้อมูลด้วยการหาลำดับที่ของการหาผลต่าง d และผลต่างฤดูกาลของอนุกรมเวลา D ของอนุกรม

เวลา หรือการแปลงของบ็อกซ์-ค็อกซ์ (Box-Cox transformation) แก้ไขปัญหาเมื่อความแปรปรวนของอนุกรม

เวลาไม่คงที่ 

2. การระบตุัวแบบ (Model Identification) 

กำหนดขอบเขตค่า p, q ตั้งแต่ 0 ถึง 2 และ P, Q ตั้งแต่ 0 ถึง 1 ในการค้นหาพารามิเตอร์ที่เหมาะสม ใช้

วิธีการการค้นหากริดเป็นเทคนิคที่ใช้ในการเรียนรู้ของเครื่อง (Machine Learning) เพื่อค้นหาไฮเปอร์พารามิเตอร์ 

(Hyperparameters) ที่เหมาะสมที่สุดสำหรับตัวแบบที่กำหนด ไฮเปอร์พารามิเตอร ์คือ พารามิเตอร์ที่ตั้งค่าไว้ก่อน

กระบวนการเรียนรู้จะเริ่มต้น ในกรณีนี้ คือ ค่าพารามิเตอร์ที่สามารถกำหนดตัวแบบ SARIMA(p,d,q)(P,D,Q)52 

ดังนั้นชุดค่าผสมต่าง ๆ เกิดจากผลคูณคาร์ทีเซียน (Cartesian) ของค่าพารามิเตอร์อย่างเป็นระบบเพื่อระบุตัวแบบที่

เหมาะสมที่สุดตามเกณฑ์ที่กำหนด 

ขั้นตอนที่สำคัญของการค้นหากริดจึงอธิบายได้ดังนี้ 

2.1 กำหนดชุดของค่าที่เป็นไปได้สำหรับแต่ละพารามิเตอร์ p, q ตั้งแต่ 0 ถึง 2 และ P, Q ตั้งแต่ 0 ถึง 1  
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2n tY t̂Yn2 หมายถึึงความยาวของชุุดข้้อมููลทดสอบ   และ 

ภายใต้ขอบเขต [0, 1] ได้เลย โดยไม่ต้องปรับเปลี่ยนขั้นตอนวิธีของ WOA ใดๆ ส่วนค่าพารามิเตอร์เหล่านั้นจะสามารถปรับ

เป็นหน่วยตามข้อมูลจริงในภายหลังก่อนคำนวณความเหมาะสมของตัวแบบ 

ขั้นที่ 3 เลือกการเคลื่อนไหว วาฬแต่ละตัวจะเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ

เคลื่อนไหวตามขั้นตอนวิธีของ WOA การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม 

Figure  1 โดยมีตัวแปรนำเข้าของ WOA คือ ,  , , , และ  

ขั้นที่ 4 การปรับหน่วยพารามิเตอร์ ตั้งค่าขั้นตอนวิธี WOA ให้ค้นหาพารามิเตอร์ภายในขอบเขต [0, 1] จากขั้นที่ 2 ดังนั้น

จำเป็นต้องปรับหน่วยของพารามิเตอร์ก่อนคำนวณค่าความเหมาะสมของตัวแบบในขั้นที่ 5 โดยใช้สมการต่อไปนี้ 

Original Value  = Scaled Value x (Upper Bound Constraint - Lower Bound Constraint) + Lower Bound 

Constraint. 

Original Value คือ ค่าเดิมหรือค่าตามหน่วยข้อมูลจริง Scaled Value คือ ค่าพารามิเตอร์ที่ได้จาก WOA ในช่วง [0, 1] 

สมการนี้จะช่วยแปลงค่าพารามิเตอร์ขั้นตอนวิธี WOA ในช่วง [0, 1] ให้กลับไปอยู่ในหน่วยตามข้อมูลจริง 

หากค่าเดิมเป็น  ต้องมีการปรับฤดูกาลเพิ่มเติม สามารถคำนวณได้โดยใช้สูตรต่อไปนี้ 

กรณีแยกส่วนประกอบรูปแบบบวก  , แล้ว . 

(หมายเหตุ: กรณีแยกส่วนประกอบรูปแบบคูณ , แล้ว ) 

จากขั้นที่ 1 ถึง 4 ใน WOA-D ที่แสดงข้างต้นนั้นใช้ขั้นตอนวิธี WOA ได้โดยตรงตาม Figure  1 รหัสเทียมของ WOA 

เพียงแต่ว่าก่อนขั้นตอนการคำนวณ “Calculate ” ให้ใช้ขั้นที่ 4 การปรับขนาดพารามิเตอร์ ซึ่งขั้นที่ 4 นั้นก็จะ

อ้างอิงขั้นที่ 1 ในการกำหนดข้อจำกัดของพารามิเตอร์ ดังนั้นอาจจะสรุปได้ว่าการประยุกต์ใช้ WOA กับวิธีแยกส่วนประกอบ

นั้น ขั้นที่ 1 และ 4 ที่กล่าวถึงในหัวข้อนี้เป็นส่วนที่สำคัญมากใน WOA-D 

ขั้นที่ 5 คำนวณความเหมาะสมของตัวแบบ ความเหมาะสมถูกคำนวณโดยประเมินจาก RMSE ของชุดข้อมูล โดยใช้ตำแหน่ง

ของวาฬแต่ละตัวในวิธีแยกส่วนประกอบ ดังนั้นค่าพารามิเตอร์ที่ให้ค่า RMSE ต่ำสุดในรอบนั้นจะสามารถตัดสินตำแหน่งที่ดี

ที่สุดได้และกำหนดเป็น  

ขั้นที่ 6 และ 7 กำหนดเกณฑ์การหยุด และ การประเมินประสิทธิภาพ เป็นดังเช่น WOA-HW 

ฟังก์ชันวัตถุประสงค์ของ WOA-D เป็นสมการต่อไปนี้ 

 

ทีซึ่ง  โดย  คือจำนวนข้อมูลในอนุกรมเวลา  คือค่าข้อมูลจริง  คือค่าพยากรณ์โดย

วิธี WOA-D ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 6  

2.3.5 การประเมินประสิทธิภาพ 

การประเมินของการศึกษานี้แบ่งออกเป็นสองประเภทที่แตกต่างกัน 

ประเภทแรกคือ “ระยะข้อมูลฝึกฝน” มีวัตถุประสงค์เพื ่อระบุแนวทางการสร้างตัวแบบที่ดีที ่สุดโดยการประเมิน

ประสิทธิภาพว่าแนวทางใดให้ค่า RMSE ต่ำสุดในช่วงชุดข้อมูลฝึกฝน โดยที่   หมายถึงความ

ยาวของชุดข้อมูลฝึกฝน และ  และ  หมายถึงค่าจริงและค่าพยากรณ์ของชุดข้อมูลฝึกฝน ตามลำดับ 
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 และ 

ภายใต้ขอบเขต [0, 1] ได้เลย โดยไม่ต้องปรับเปลี่ยนขั้นตอนวิธีของ WOA ใดๆ ส่วนค่าพารามิเตอร์เหล่านั้นจะสามารถปรับ
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เคลื่อนไหวตามขั้นตอนวิธีของ WOA การเลือกนี้กำหนดว่าวาฬจะเคลื่อนเข้าใกล้เหยื่อหรือขยายการค้นหาตามรหัสเทียม 

Figure  1 โดยมีตัวแปรนำเข้าของ WOA คือ ,  , , , และ  

ขั้นที่ 4 การปรับหน่วยพารามิเตอร์ ตั้งค่าขั้นตอนวิธี WOA ให้ค้นหาพารามิเตอร์ภายในขอบเขต [0, 1] จากขั้นที่ 2 ดังนั้น

จำเป็นต้องปรับหน่วยของพารามิเตอร์ก่อนคำนวณค่าความเหมาะสมของตัวแบบในขั้นที่ 5 โดยใช้สมการต่อไปนี้ 

Original Value  = Scaled Value x (Upper Bound Constraint - Lower Bound Constraint) + Lower Bound 

Constraint. 

Original Value คือ ค่าเดิมหรือค่าตามหน่วยข้อมูลจริง Scaled Value คือ ค่าพารามิเตอร์ที่ได้จาก WOA ในช่วง [0, 1] 

สมการนี้จะช่วยแปลงค่าพารามิเตอร์ขั้นตอนวิธี WOA ในช่วง [0, 1] ให้กลับไปอยู่ในหน่วยตามข้อมูลจริง 

หากค่าเดิมเป็น  ต้องมีการปรับฤดูกาลเพิ่มเติม สามารถคำนวณได้โดยใช้สูตรต่อไปนี้ 

กรณีแยกส่วนประกอบรูปแบบบวก  , แล้ว . 

(หมายเหตุ: กรณีแยกส่วนประกอบรูปแบบคูณ , แล้ว ) 
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อ้างอิงขั้นที่ 1 ในการกำหนดข้อจำกัดของพารามิเตอร์ ดังนั้นอาจจะสรุปได้ว่าการประยุกต์ใช้ WOA กับวิธีแยกส่วนประกอบ
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ฟังก์ชันวัตถุประสงค์ของ WOA-D เป็นสมการต่อไปนี้ 
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วิธี WOA-D ที่ได้ค่าพารามิเตอร์ที่ดีที่สุดจากขั้นที่ 6  

2.3.5 การประเมินประสิทธิภาพ 

การประเมินของการศึกษานี้แบ่งออกเป็นสองประเภทที่แตกต่างกัน 

ประเภทแรกคือ “ระยะข้อมูลฝึกฝน” มีวัตถุประสงค์เพื ่อระบุแนวทางการสร้างตัวแบบที่ดีที ่สุดโดยการประเมิน

ประสิทธิภาพว่าแนวทางใดให้ค่า RMSE ต่ำสุดในช่วงชุดข้อมูลฝึกฝน โดยที่   หมายถึงความ

ยาวของชุดข้อมูลฝึกฝน และ  และ  หมายถึงค่าจริงและค่าพยากรณ์ของชุดข้อมูลฝึกฝน ตามลำดับ 
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   หมายถึึงค่่าจริิงและค่่าพยากรณ์์ของชุุดข้้อมููลทดสอบ 

ตามลำดัับ

เนื่่�องจากการพยากรณ์์อนุกุรมเวลาในข้้อมูลูจริงิ

ย่อ่มมีีความแปรผัันของข้้อมูลูที่่�เกิิดขึ้้�นได้้ การแบ่่งข้อ้มูลู

เป็็นชุุดข้้อมููลฝึึกฝนและทดสอบถ้้าชุุดข้้อมููลทั้้�ง 2 มี ี

ลัักษณะเดีียวกัันทุุกประการ ความคลาดเคลื่่�อนที่่�ได้้จาก

ตััวแบบที่่�ดีที่่�สุด (ค่่าความคลาดเคลื่่�อนต่่ำสุุด) จากชุุด

ข้้อมููลฝึึกฝนก็็จะตรงกัันกัับชุุดข้้อมููลทดสอบ แต่่การ

พยากรณ์์อนุุกรมเวลาในข้้อมููลจริิงย่่อมมีีความแปรผััน

ของข้้อมููล ดังนั้้�นเพื่่�อเป็็นประโยชน์์ต่อ่การนำค่่าพยากรณ์์

ล่่วงหน้้าไปใช้้ การเพิ่่�มตััวแบบอื่่�นๆ ในการพยากรณ์์จึึง

เป็น็สิ่่�งสำคััญที่่�การศึึกษานี้้� ในระยะข้้อมูลูทดสอบจึึงเพิ่่�ม

วิิธีีการ Box-Jenkins [18] ซึ่่� งเป็็นตััวแบบที่่�นิิยมใช้้กััน

อย่่างแพร่่หลาย การระบุุพารามิิเตอร์์ของ Box-Jenkins 

ในการศึึกษานี้้�ทำได้้โดยใช้้ขั้้�นตอนต่่างๆ หลายขั้้�นตอน 

เพื่่�อระบุุตััวแบบรวมการถดถอยในตััวกัับการเฉลี่่�ย

เคลื่่�อนที่่�แบบมีีฤดููกาล (Seasonal Autoregressive 

Integrated Moving Average: SARIMA(p,d,q)

(P,D,Q)
52
) ดัังนี้้�

1.	การเตรีียมข้้อมููล (Data Preparation)

การวิเิคราะห์์ข้อ้มูลูกราฟอนุุกรมเวลา และ ACF 

ดััง Figure 2, 3 และ 4 และ ใช้้การทดสอบ Dickey-

Fuller (DF) โดยตั้้�งลำดับัสูงูสุดุที่่� 52 เพื่่�อพิจิารณาฤดูกูาล

ตามเงื่่�อนไขเกณฑ์์สารสนเทศของอะกะอิิเกะ (Akaike 

information criterion: AIC) เพื่่�อพิิจารณาความเป็็น

อนุกุรมเวลาแบบคงที่่� ถ้า้ไม่เ่ป็น็อนุกุรมเวลาแบบคงที่่�จะ

ดำเนินิการแปลงข้อ้มูลูด้ว้ยการหาลำดับัที่่�ของการหาผล

ต่า่ง d และผลต่า่งฤดูกูาลของอนุกุรมเวลา D ของอนุกุรม

เวลา หรืือการแปลงของบ็็อกซ์์-ค็็อกซ์์ (Box-Cox 

transformation) แก้้ไขปััญหาเมื่่�อความแปรปรวนของ

อนุุกรมเวลาไม่่คงที่่�

2.	การระบุตุัวัแบบ (Model Identification)

กำหนดขอบเขตค่่า p, q ตั้้�งแต่่ 0 ถึึง 2 และ P, 

Q ตั้้�งแต่่ 0 ถึงึ 1 ในการค้้นหาพารามิิเตอร์ท์ี่่�เหมาะสม ใช้้

วิิธีีการการค้้นหากริิดเป็็นเทคนิิคที่่�ใช้้ในการเรีียนรู้้�ของ

เครื่่�อง (Machine Learning) เพื่่�อค้้นหาไฮเปอร์์

พารามิิเตอร์์ (Hyperparameters) ที่่� เหมาะสมที่่�สุุด

สำหรัับตััวแบบที่่�กำหนด ไฮเปอร์์พารามิิเตอร์์ คื อ 

พารามิิเตอร์์ที่่�ตั้้�งค่่าไว้้ก่่อนกระบวนการเรีียนรู้้�จะเริ่่�มต้้น 

ในกรณีีนี้้� คื ือ ค่ ่าพารามิิเตอร์์ที่่�สามารถกำหนดตััวแบบ 

SARIMA(p,d,q)(P,D,Q)
52
 ดั ังนั้้�นชุุดค่่าผสมต่่าง ๆ เกิิด

จากผลคููณคาร์์ทีีเซีียน (Cartesian) ของค่่าพารามิิเตอร์์

อย่่างเป็็นระบบเพื่่�อระบุุตััวแบบที่่�เหมาะสมที่่�สุดตาม

เกณฑ์์ที่่�กำหนด

ขั้้�นตอนที่่�สำคััญของการค้้นหากริิดจึึงอธิิบายได้้

ดัังนี้้�

2.1 กำหนดชุุดของค่่าที่่�เป็็นไปได้้สำหรัับแต่่ละ

พารามิิเตอร์์ p, q ตั้้�งแต่่ 0 ถึึง 2 และ P, Q ตั้้�งแต่่ 0 ถึึง 

1 

2.2 สร้้างกริิดโดยใช้้ผลคููณคาร์์ทีีเซีียนของค่่าที่่�

เป็็นไปได้้สำหรัับแต่่ละพารามิิเตอร์์
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2.3 สำหรัับแต่่ละจุุดในกริิด สร้้างตััวแบบ 

SARIMA(p,d,q)(P,D,Q)
52
 ตามพารามิิเตอร์์ในกริิดที่่�

กำหนดนั้้�น

2.4 คำนวณค่่าประเมิินความเหมาะสมของตััว

แบบ โดยในงานวิิจััยนี้้�ใช้้ค่่า AIC เป็็นเกณฑ์์ที่่�กำหนด

2.5 ทำซ้้ำขั้้�นตอนที่่� 3 และ 4 ทุุกจุุดของกริิด

2.6 เรียีงลำดัับตััวแบบเหมาะสมตามค่่า AIC จาก

น้้อยไปมาก ดัังนั้้�นจะได้้ค่่าพารามิิเตอร์์ของ p, q, P และ 

Q และ AIC ทุุกตััวแบบที่่�เป็็นไปตามแต่่ละจุุดในกริิด

3.	การตรวจสอบความเหมาะสมของตััวแบบ 

(Model Validation)

เลืือกตััวแบบที่่�มีีค่่า AIC ต่่ำที่่�สุุดและดำเนิินการ

ขั้้�นตอนนี้้�ไปจนกว่่าตััวแบบจะผ่่านการวิิเคราะห์์ค่่า

ความคลาดเคลื่่�อนทั้้�งหมด 

2.2 สร้างกริดโดยใช้ผลคณูคาร์ทีเซียนของค่าที่เป็นไปได้สำหรับแต่ละพารามิเตอร์ 

2.3 สำหรับแต่ละจุดในกริด สร้างตัวแบบ SARIMA(p,d,q)(P,D,Q)52 ตามพารามิเตอร์ในกริดที่กำหนดนั้น 

2.4 คำนวณค่าประเมินความเหมาะสมของตัวแบบ โดยในงานวิจัยนี้ใช้คา่ AIC เป็นเกณฑ์ที่กำหนด 

2.5 ทำซ้ำขั้นตอนที่ 3 และ 4 ทุกจุดของกริด 

2.6 เรียงลำดับตัวแบบเหมาะสมตามค่า AIC จากน้อยไปมาก ดังนั้นจะได้ค่าพารามิเตอร์ของ p, q, P และ Q 

และ AIC ทุกตัวแบบที่เป็นไปตามแต่ละจุดในกริด 

3. การตรวจสอบความเหมาะสมของตัวแบบ (Model Validation) 

เลือกตัวแบบที่มีค่า AIC ต่ำที่สุดและดำเนินการขั้นตอนนี้ไปจนกว่าตัวแบบจะผ่านการวิเคราะห์ค่าความ

คลาดเคลื่อนทั้งหมด ( ) ถ้าผ่านขั้นตอนเหล่านี้ทั ้งหมด ตัวแบบนั้นจะเป็นตัวแบบที่เหมาะสมในการ

พยากรณ ์

ขั้นตอนการวิเคราะห์ค่าความคลาดเคลื่อน 

3.1 ค่าความคลาดเคลื่อนมีการแจกแจงปรกติ โดยสถิติการทดสอบคอลโมโกรอฟ-สมีร์นอฟ 

3.2 ค่าความคลาดเคลื่อนเป็นอิสระกัน โดยสถิติการทดสอบ Ljung-Box 

3.3 ค่าความคลาดเคลื่อนมีคา่เฉลีย่เท่ากับศนูย์ โดยสถิติการทดสอบที 

3.4 ค่าความคลาดเคลื่อนมีความแปรปรวนคงที่ทุกช่วงเวลา โดยสถิติการทดสอบของเลวีน 

  

และเพิ่มวิธีหน่วยความจำระยะสั้นแบบยาว (Long Short-term Memory: LSTM) [19] ที่เป็นวิธีการเรียนรู้ของเครื่อง

ที่กำลังเป็นที่นิยมในการศึกษาด้วย ประกอบกับ Singhaworawong [20] ได้ใช้ LSTM ในการพยากรณ ์PM2.5 รายชั่วโมงของ

จังหวัดเชียงใหม่ ซึ่งได้ผลลัพธ์ที่ดี จึงนำมาใช้เป็นแนวคิดเพื่อประยุกต์ใช้ในงานวิจัย โดยกำหนดค่าของไฮเปอร์พารามิเตอร์ 

ดังนี้  

ฟังก ์ช ันความสูญเส ีย (Loss Function) เป ็นว ิธ ีคลาดเคลื ่อนกำลังสองเฉล ี ่ย (Mean Square Error) ตัวเพิ่ม

ประสิทธิภาพ (Optimizer) เป็นวิธี nadam ทำการฝึกสอน (Epoch) จำนวน 100 ครั้ง โดยการตั้งค่านี้เป็นการสมดุลระหว่าง

การวนซ้ำที่เพียงพอที่จะเรียนรู้รูปแบบที่ซ่อนอยู่ในข้อมูลอนุกรมเวลา ได้คำตอบที่เหมาะสมโดยไม่ใช้เวลาในการวนซ้ำมาก

เกินไป และไม่เกิดปัญหาฟิตมากเกินไป (Overfitting)  

จำนวนเซลล์ประสาทเทียม (Neurons) ในเลเยอร์ เท่ากับ 25 50 และ 75 เลือกเพื่อสำรวจระดับความซับซ้อนของตัว

แบบที่แตกต่างกัน จำนวนที่ต่ำกว่า เช่น 25 และ 50 ช่วยให้ตัวแบบเรียนรู้แบบไม่ซับซ้อน ในขณะที่จำนวนที่สูงกว่า เช่น 75 

ช่วยให้ตัวแบบสามารถตรวจสอบความสัมพันธ์ที ่ซับซ้อนมากขึ้นในข้อมูล โดยค่าที ่กำหนดนี้ให้ความสมดุลที่ดีระหว่าง

ประสิทธิภาพของตัวแบบและประสิทธิภาพในการคำนวณ ทำให้แบบตัวแบบสามารถจับรูปแบบที่จำเป็นโดยไม่ต้องคำนวณ

มากเกินไป 

จำนวนข้อมูลย้อนหลัง (Look Back) เท่ากับ 26 52 และ 104 กำหนดแบบสอดคล้องกับข้อมูลรายสัปดาห์ โดย

ตรวจจับรูปแบบตามฤดูกาลที่สำคัญ คือ กำหนด 26 สัปดาห์ครอบคลุมครึ่งปี กำหนด 52 สัปดาห์ครอบคลุมหนึ่งปีเต็ม และ 

104 สัปดาห์ครอบคลุมสองปี ตัวเลือกนี้ช่วยให้แน่ใจว่าตัวแบบจะตรวจสอบการเปลี่ยนแปลงตามฤดูกาลทั้งระยะสั้นและระยะ

ยาวได้  

ผลของค่า RMSE MAE และ MAPE ในระยะข้อมูลทดสอบนี้จะได้ค่าแต่ละค่าทั้งหมด 6 วิธีคือ Classic-D Classic-HW 

WOA-D WOA-HW Box-Jenkins และ LSTM โดยจะเปรียบเทียบหาค่าที ่ต่ำที ่สุดของ RMSE MAE และ MAPE ใน 6 วิธี

เหล่านั้น เพื่อใช้ในการตัดสินใจตัวแบบที่ดีที่สุดในการพยากรณ์ล่วงหน้า 

ˆe Y Y= -  ถ้้าผ่่านขั้้�นตอน

เหล่่านี้้�ทั้้�งหมด ตั ัวแบบนั้้�นจะเป็็นตััวแบบที่่�เหมาะสมใน

การพยากรณ์์

ขั้้�นตอนการวิิเคราะห์์ค่่าความคลาดเคลื่่�อน

3.1 ค่ ่าความคลาดเคลื่่�อนมีีการแจกแจงปรกติิ 

โดยสถิิติิการทดสอบคอลโมโกรอฟ-สมีีร์์นอฟ

3.2 ค่าความคลาดเคลื่่�อนเป็็นอิสิระกันั โดยสถิติิิ

การทดสอบ Ljung-Box

3.3 ค่ ่าความคลาดเคลื่่�อนมีีค่่าเฉลี่่�ยเท่่ากัับศููนย์์ 

โดยสถิิติิการทดสอบทีี

3.4 ค่า่ความคลาดเคลื่่�อนมีีความแปรปรวนคงที่่�

ทุุกช่่วงเวลา โดยสถิิติิการทดสอบของเลวีีน

โดยผลลััพธ์์ตามขั้้�นตอนการดำเนิินการของวิิธีี

การ Box-Jenkins นี้้� เป็็นไปตามการศึึกษาของ Minsan 

et. al. [19] และเพิ่่�มวิิธีีหน่่วยความจำระยะสั้้�นแบบยาว 

(Long Short-term Memory: LSTM) [20] ที่่�เป็็นวิิธีี

การเรีียนรู้้�ของเครื่่�องที่่�กำลัังเป็็นที่่�นิยมในการศึึกษาด้้วย 

ประกอบกัับ Singhaworawong [21] ได้้ใช้้ LSTM ใน

การพยากรณ์ ์PM2.5 รายชั่่�วโมงของจังัหวัดัเชียีงใหม่ ่ซึ่่�ง

ได้้ผลลััพธ์์ที่่�ดี จึ งนำมาใช้้เป็็นแนวคิิดเพื่่�อประยุุกต์์ใช้้ใน

งานวิิจััย โดยกำหนดค่่าของไฮเปอร์์พารามิิเตอร์์ ดัังนี้้� 

ฟัังก์์ชัันความสููญเสีีย (Loss Function) เป็็นวิิธีี

คลาดเคลื่่�อนกำลัังสองเฉลี่่�ย (Mean Square Error) ตััว

เพิ่่�มประสิิทธิิภาพ (Optimizer) เป็็นวิิธีี nadam ทำการ

ฝึึกสอน (Epoch) จำนวน 100 ครั้้�ง โดยการตั้้�งค่่านี้้�

เป็น็การสมดุุลระหว่่างการวนซ้้ำที่่�เพีียงพอที่่�จะเรียีนรู้้�รูป

แบบที่่�ซ่อนอยู่่�ในข้้อมููลอนุุกรมเวลา ได้้คำตอบที่่�เหมาะ

สมโดยไม่่ใช้้เวลาในการวนซ้้ำมากเกิินไป และไม่่เกิิด

ปััญหาฟิิตมากเกิินไป (Overfitting) 

จำนวนเซลล์์ประสาทเทีียม (Neurons) ใน

เลเยอร์์ เท่่ากัับ 25 50 และ 75 เลืือกเพื่่�อสำรวจระดัับ

ความซัับซ้้อนของตััวแบบที่่�แตกต่่างกััน จำนวนที่่�ต่่ำกว่่า 

เช่น่ 25 และ 50 ช่วยให้้ตัวัแบบเรียีนรู้้�แบบไม่่ซับัซ้้อน ใน

ขณะที่่�จำนวนที่่�สููงกว่่า เช่่น 75 ช่่วยให้้ตััวแบบสามารถ

ตรวจสอบความสััมพัันธ์์ที่่�ซับซ้้อนมากขึ้้�นในข้้อมููล โดย

ค่า่ที่่�กำหนดนี้้�ให้้ความสมดุุลที่่�ดีรีะหว่่างประสิิทธิภิาพของ

ตััวแบบและประสิิทธิิภาพในการคำนวณ ทำให้้แบบตััว

แบบสามารถจัับรููปแบบที่่�จำเป็็นโดยไม่่ต้้องคำนวณมาก

เกิินไป

จำนวนข้้อมููลย้้อนหลััง (Look Back) เท่า่กัับ 26 

52 และ 104 กำหนดแบบสอดคล้้องกับัข้อ้มููลรายสัปัดาห์์ 

โดยตรวจจัับรููปแบบตามฤดููกาลที่่�สำคััญ คืือ กำหนด 26 

สััปดาห์์ครอบคลุุมครึ่่�งปีี กำหนด 52 สััปดาห์์ครอบคลุุม

หนึ่่�งปีีเต็็ม และ 104 สััปดาห์์ครอบคลุุมสองปีี ตััวเลืือกนี้้�

ช่ว่ยให้แ้น่ใ่จว่่าตัวัแบบจะตรวจสอบการเปลี่่�ยนแปลงตาม

ฤดููกาลทั้้�งระยะสั้้�นและระยะยาวได้้ 

ผลของค่่า RMSE MAE และ MAPE ในระยะ

ข้้อมููลทดสอบนี้้�จะได้้ค่่าแต่่ละค่่าทั้้�งหมด 6 วิ ิธีีคืือ 

Classic-D Classic-HW WOA-D WOA-HW Box-

Jenkins และ LSTM โดยจะเปรีียบเทีียบหาค่่าที่่�ต่่ำที่่�สุุด

ของ RMSE MAE และ MAPE ใน 6 วิิธีีเหล่่านั้้�น เพื่่�อใช้้

ในการตััดสิินใจตััวแบบที่่�ดีีที่่�สุุดในการพยากรณ์์ล่่วงหน้้า
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การทดลองดำเนิินการในสภาพแวดล้้อม 

Google Colab [22] ซึ่่� งให้้สิิทธิ์์�เข้้าถึึงความสามารถใน

การเขีียนโปรแกรม Python โดยอััตโนมััติิ คอมพิิวเตอร์์ 

CPU Intel(R) Core(TM) i5-9400 @ 2.90GHz, RAM 

16GB, ทำงานบนระบบปฏิิบััติิการ Windows 11

การทดลองดำเนินการในสภาพแวดล้อม Google Colab [21] ซึ่งให้สิทธิ์เข้าถึงความสามารถในการเขียนโปรแกรม 

Python โดยอัตโนมัติ คอมพิวเตอร์ CPU Intel(R) Core(TM) i5-9400 @ 2.90GHz, RAM 16GB, ทำงานบนระบบปฏบิตักิาร 

Windows 11 

 

 
Figure 2 Weekly PM2.5 actual data of 8 northern provinces 
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Figure 3	 ACF of the deseasonalization time series data of 8 northern provinces

Figure 4	 ACF of the detrended time series data of 8 northern provinces
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3. การทดลองและการวิิเคราะห์์ 
3.1 ผลลััพธ์์ของการวิิเคราะห์์ลัักษณะการเคลื่่�อนไหว

ของอนุุกรมเวลา

การวิเิคราะห์์ลักัษณะการเคลื่่�อนไหวของอนุกุรม

เวลาโดยวิิธีีการวิิเคราะห์์เบื้้�องต้้นจากกราฟอนุุกรมเวลา

ของข้้อมููลตาม Figure 2 ได้้ผลดัังนี้้� ค่  า PM2.5

ในทุกุจังัหวัดัภาคเหนือืตอนบนปรากฏเห็น็ความแปรผันั

ตามฤดูกูาลชััดเจน โดยคาบของฤดูกูาลเป็็นช่่วงเวลา 1 ปี 

ดังันั้้�น ในชุุดข้้อมููลรายสััปดาห์์จึึงตััดสิินใจคาบเวลาของ

ฤดููกาลคืือ 52 สััปดาห์์ ในการตััดสิินใจเกี่่�ยวกัับแนวโน้้ม 

ถ้้าทดลองแบ่่งส่่วนข้้อมููล 2.5 ปี ี ตามกำหนดข้้อมููล

ชุุดฝึึกฝนคืือตั้้�งแต่่ พ.ศ. 2562 ถึ ึง พ.ศ. 2564 พบว่่า

ค่่า PM2.5 มี ีแนวโน้้มลดลงเล็็กน้้อย แต่่ถ้้าทดลองแบ่่ง

ส่่วนข้้อมููล 3.5 ปีี ตั้้�งแต่่ปีี พ.ศ. 2562 ถึึง พ.ศ. 2565 

พบว่่า ค่่ามีีแนวโน้้มลดลงมากกว่่าพิิจารณา 2.5 ปีี และ

ถ้า้ไม่่แบ่่งข้้อมููลเลยใช้ข้้อ้มููล 4.5 ปี พบว่่า ข้อมููลส่่วนใหญ่่

ยังัมีแีนวโน้ม้ลดลงแต่ล่ดลงน้อ้ยกว่า่การทดลองแบ่ง่ส่ว่น

ข้้อมููล 3.5 ปี  และมีี 3 จั งหวััดที่่�มีแนวโน้้มเพิ่่�มขึ้้�นคืือ 

จัังหวััดลำปาง น่่าน และพะเยา สาเหตุุเพราะค่่า PM2.5 

ในปีี พ.ศ. 2566 รุ ุนแรงจาก 4 ปี ก่่อนหน้้าอย่่างมาก 

จากข้้อมููลลัักษณะการเคลื่่�อนไหวของอนุุกรมเวลา

เบื้้�องต้้นนี้้�  การคาดการณ์์แนวโน้้มในอนาคตจึึงอาจจะ

เป็็นเรื่่�องยากพอสมควร ในการศึึกษานี้้�จึงตััดสิินใจว่่า

ข้้อมููลมีีแนวโน้้ม โดยแนวโน้้มกัับฤดููกาลมีีความสััมพัันธ์์

แบบบวก เนื่่�องจากถ้า้ตัดัสินิใจจากเฉพาะชุดุข้อ้มูลูฝึกึฝน

แนวโน้้มกัับฤดููกาลจะมีีความสััมพัันธ์์แบบคููณถ้้าใช้้

ตััวแบบคููณนี้้�แนวโน้้มที่่�ลดลงในช่่วงชุุดข้้อมููลฝึึกฝนจะ

ทำให้้ขนาดความแปรผัันตามฤดููกาลลดลงด้้วยซึ่่�งจะ

ทำให้ก้ารคาดการณ์ล์่ว่งหน้า้คลาดเคลื่่�อนมาก โดยเฉพาะ

เมื่่�อนำผลการพยากรณ์์ล่่วงหน้้าไปทดสอบกัับชุุดข้้อมููล

การทดสอบในปีี พ.ศ. 2566 (ปีีที่่� 4.5) เพราะปีีนี้้�มีีความ

รุุนแรง PM2.5 มาก นี่่� เป็็นสาเหตุุในการศึึกษาครั้้�งนี้้�

ใช้้ตััวแบบรููปแบบบวก ในการศึึกษาทั้้�ง HW และวิิธีีแยก

ส่่วนประกอบ 

การตัดัสินิใจเกี่่�ยวกับัแนวโน้้มและฤดูกูาลสามารถ

ใช้้ฟัังก์์ชัันสหสััมพัันธ์์ในตััว (Autocorrelation Function: 

ACF) ช่วยพิิจารณาได้้ดังั Figure  3 และ 4 โดย Figure  3 

เป็็น ACF ของข้้อมููลแต่่ละจัังหวััดที่่�ขจััดฤดููกาล และ 

Figure  4 เป็็น ACF ของข้้อมูลูแต่่ละจังัหวัดัที่่�ขจัดัแนวโน้้ม 

โดยทั้้�ง 2 รูปนี้้�ยังเป็็นตััวใช้้ในการสร้้างตััวแบบ Box-Jenkins 

อีีกด้้วย ทั้้� งนี้้�การตััดสิินใจก็็สอดคล้้องกัับการตััดสิินใจ

ด้้วยการวิเิคราะห์์ลักัษณะการเคลื่่�อนไหวของอนุกุรมเวลา

3.2 การวิเิคราะห์์ประสิิทธิภิาพการเปรีียบเทียีบในระยะ

ชุดุข้้อมูลูฝึึกฝน

เพื่่�อประเมินิประสิิทธิภิาพของตัวัแบบ WOA-HW 

และ WOA-D ในการพยากรณ์์ความเข้้มข้้นของ PM2.5 

การศึกึษานี้้�ได้้ดำเนินิการวิเิคราะห์์เปรียีบเทียีบกับัตัวัแบบ

การพยากรณ์์แบบคลาสสิิกสองแบบ ได้้แก่่ Classic-D และ 

Classic-HW เมื่่�อนำไปใช้้กับัชุดุข้้อมููลเดียีวกันั คือ ข้อมููล

อนุกุรมเวลาความเข้้มข้้นค่่า PM2.5 รายสัปัดาห์์ 8 จังหวัดั

ภาคเหนือืในชุดุข้้อมููลฝึึกฝนได้้ผลตาม Table ที่่� 1

ความสามารถในการปรัับแต่่งพารามิิเตอร์์ของ

ขั้้�นตอนวิิธี ีWOA สามารถผสานเข้้ากับัตัวัแบบ HW และ

การแยกส่่วนประกอบได้้อย่่างมีีประสิิทธิิภาพ ส่ งผลให้้

ค่่า RMSE ต่ำ่ลงเมื่่�อเทียีบกับัวิธิีกีารแบบคลาสสิกิ แสดง

ให้้เห็น็ว่่าการผสาน WOA ช่วยทำให้้ฟัังก์์ชันัวัตัถุปุระสงค์์ 

RMSE ต่ำ่ลงมากกว่่าใช้้วิธิีกีารแบบคลาสสิกิ

ในการเปรีียบเทีียบแบบคู่่�  โดยคู่่�แรกระหว่่าง

ตัวัแบบ WOA-D และ Classic-D ตัวัแบบ WOA-D แสดง

ให้้เห็น็ค่่า RMSE ที่่�ต่ำ่กว่่าอย่่างมากเมื่่�อเทีียบกับั Classic-D 

ซึ่่�งบ่่งชี้้�ว่าความสามารถในการหาค่่าเหมาะที่่�สุุดของ

พารามิิเตอร์์ WOA ให้้ผลที่่�ดีเหนือืกว่่าวิธิีกีารแบบคลาสสิิก

ในทุกุชุดุข้้อมูลู

ในการเปรีียบเทีียบคู่่�ที่่�สอง WOA-HW และ 

Classic-HW ค่า RMSE มีค่ี่าใกล้้เคียีงกันัมากจะแตกต่่าง

กันัก็ท็ี่่�ระดับัทศนิยิม 1 ตำแหน่่งเป็็นต้้นไป จากชุดุข้้อมูลู

อนุุกรมเวลา 8 จั งหวััด พบว่่า ค่ าต่่ำสุุดของ RMSE 

ในทั้้�งสองวิิธีนีั้้�นเท่่ากัันคืือ WOA-HW ชนะ 4 ชุดข้้อมููล คือ 

ลำปาง เชียีงราย ลำพูนู และพะเยา ส่ วน Classic-HW 
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ชนะที่่�ชุดข้้อมููล เชีียงใหม่่ แม่่ฮ่่องสอน น่ าน และแพร่่ 

อย่่างไรก็็ตาม ต้ นทุุนด้้านเวลาคำนวณอาจเป็็นปััจจััยที่่�

จะต้้องนำมาพิิจารณา เนื่่�องจากว่่า ในการทดลองของ

การศึึกษานี้้�  การค้้นหาแบบกริิด ซึ่่� งเกี่่�ยวข้้องกัับการ

เปลี่่�ยนแปลงค่่าพารามิิเตอร์์ 3 ค่ าได้้แก่่ 

ขั้นที่ 9 ประเมินและปรับปรุง ประเมินความแม่นยำของตัวแบบการพยากรณ์โดยเปรียบเทียบกับค่าจริง หากจำเป็นให้

ปรับปรุงตัวแบบการพยากรณ์ 

2.3.2 วิธีโฮลต์-วินเทอร์ (Holt-Winters Method: HW) 

วิธี HW เป็นหนึ่งในวิธีการทำให้เรียบ (Smoothing) เป็นวิธีการสร้างสมการพยากรณ์จากค่าสังเกตในอนุกรมเวลา

บางส่วนหรือทั้งหมดโดยให้น้ำหนักกับค่าสังเกตในอนุกรมเวลาแตกต่างกันแล้วแต่ส่วนประกอบของอนุกรมเวลา ในกรณีที่

ส่วนประกอบของข้อมูลอนุกรมเวลาที่พิจารณามีแนวโน้มและฤดูกาล จะสร้างตัวแบบพยากรณ์ด้วยวิธีการทำให้เรียบของ HW

รูปแบบบวกหรือแบบคูณ HW ใช้ค่าทำให้เรียบ 3 ค่าได้แก่  และ  ซึ่งมีค่าอยู่ระหว่าง 0 ถึง 1 สำหรับค่าระดับ  

(Level Parameter) ค่าที่ใกล้เคียงกับ 1 บ่งชี้ว่าตัวแบบปรับให้เข้ากับการสังเกตล่าสุดอย่างรวดเร็ว ในขณะที่ค่าที่ใกล ้0 จะให้
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(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด

จะเลือกพารามิเตอร์ที่ดีที่สุดที่พิจารณาจากค่าน้อยที่สุดของรากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย (Root Mean Square 

Error: RMSE) 

รูปแบบบวก ตัวแบบและตัวแบบพยากรณ์ดัง (6) และ (8) ตามลำดับ 
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เมื่อ  คือ ค่าพยากรณ์ล่วงหน้า ณ เวลา   
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[0, 1] 

ขั้นที่ 2: เลือกการเคลื่อนไหว วาฬแต่ละตัวเลือกการกระทำสำหรับการเคลื่อนไหวครั้งต่อไปโดยเลือกหนึ่งในสามการ
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 และ 

ขั้นที่ 9 ประเมินและปรับปรุง ประเมินความแม่นยำของตัวแบบการพยากรณ์โดยเปรียบเทียบกับค่าจริง หากจำเป็นให้

ปรับปรุงตัวแบบการพยากรณ์ 
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บางส่วนหรือทั้งหมดโดยให้น้ำหนักกับค่าสังเกตในอนุกรมเวลาแตกต่างกันแล้วแต่ส่วนประกอบของอนุกรมเวลา ในกรณีที่

ส่วนประกอบของข้อมูลอนุกรมเวลาที่พิจารณามีแนวโน้มและฤดูกาล จะสร้างตัวแบบพยากรณ์ด้วยวิธีการทำให้เรียบของ HW

รูปแบบบวกหรือแบบคูณ HW ใช้ค่าทำให้เรียบ 3 ค่าได้แก่  และ  ซึ่งมีค่าอยู่ระหว่าง 0 ถึง 1 สำหรับค่าระดับ  
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(Machine Learning) ซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงค่าพารามิเตอร์ในทศนิยม 3 ตำแหน่ง ในอัตราเพิ่มครั้งละ 0.005 เริ่ม

จาก 0 ถึง 1 ส่งผลให้มีการวนซ้ำทั้งหมด 8,120,601 ครั้ง เรียกวิธีการศึกษานี้ว่า Classic-HW เมื่อการคำนวณสิ้นสุด
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ในระดัับทศนิิยม 3 ตำแหน่่ง ที่่�อั ตราเพิ่่�มแต่่ละค่่า

ครั้้�งละ 0.005 เริ่่�มจาก 0 ถึงึ 1 ส่งผลให้้มีกีารวนซ้ำ้ทั้้�งหมด 

8,120,601 ครั้้�ง ที่่� เป็็นการค้้นหาค่่าพารามิิเตอร์์ที่่�

เหมาะสมกัับฟัังก์์ชัันวััตถุุประสงค์์ที่่�ละเอีียดมาก ด้ วย

ความละเอีียดระดัับนี้้�ทำให้้การทดลองด้้วยไพทอน 

(Python) บนกูเูกิลิคอแลป (Google Colab) ใช้้เวลาเฉลี่่�ย 

1 ชั่่�วโมง ส่วนเบี่่�ยงเบนมาตรฐาน 2 นาที ีต่อ 1 จังหวัดั

ในการประมวลผลของฟัังก์์ชัันวััตถุุประสงค์์ ส่ วนการ

ประมวลผล WOA-HW ด้วยไพทอนใช้้เวลาเฉลี่่�ย 48 วินาทีี 

ส่่วนเบี่่�ยงเบนมาตรฐาน 2 วิ นาทีี ต่ อ 1 จั งหวััดใน

ประมวลผลของฟัังก์์ชัันวัตัถุปุระสงค์์ (โดยที่่� Minsan and 

Minsan [15, 16] และงานวิจิัยันี้้�สามารถหาค่่าพารามิเิตอร์์

ที่่�เหมาะสมโดยการประมวลผลตามขั้้�นตอนวิิธีทีี่่�นำเสนอ

เพีียงครั้้� ง เ ดีียวก็็ไ ด้้คำตอบที่่�ดี  โดยไ ม่่ต้้องทำซ้้ำ ) 

สรุปุได้้ว่่าการนำ WOA มาใช้้กับัวิิธีกีาร HW และ การแยก

ส่่วนประกอบ ช่ วยให้้สามารถปรัับแต่่งตัวัแบบได้้แม่่นยำ

และมีเีวลาในการค้้นหาที่่�เหมาะสม 

Table 1	 Training Dataset RMSE by Province

CMI LPG CRI MSN NAN LPN PRE PYO
WOA-D 9.63899 10.97138 14.63914 16.35235 10.79831 10.01703 10.98414 11.22043
Classic-D 10.73072 13.84824 17.18191 20.45834 12.59933 12.43616 14.16146 15.05965
WOA-HW 13.98683 17.19809 21.47516 26.30601 16.40176 15.10299 17.04539 16.72952
Classic-HW 13.97959 17.19810 21.47518 26.30559 16.04056 15.10300 17.04403 16.72953

Note: The lowest RMSE value between WOA-D and Classic-D, and between WOA-HW and Classic-HW is bolded

3.3 การวิิเคราะห์์ประสิิทธิิภาพการเปรีียบเทีียบในระยะ

ชุุดข้้อมููลทดสอบ

การสรุุปตััวแบบที่่�มีประสิิทธิิภาพของแต่่ละ

จัังหวััดในชุุดข้้อมููลทดสอบเพื่่�อ เลืือกตััวแบบที่่�มี

ประสิิทธิิภาพดีีที่่�สุดไปพยากรณ์์ล่่วงหน้้า พิ จารณาจาก 

Table ที่่� 2 3 และ 4 แสดงค่่า RMSE MAE และ MAPE 

ตามลำดับั โดยจะเลือืกตัวัแบบที่่�มีคี่า่ต่ำ่สุดุในเกณฑ์ท์ั้้�ง 3 

มากที่่�สุุดถืือเป็็นตััวแบบที่่�มีีประสิิทธิิภาพดีีที่่�สุุด 

-	 จัังหวััดเชีียงใหม่่เลืือกตััวแบบ Classic-D 

เพราะมีีค่่า RMSE และ MAPE ต่่ำสุุด 

-	 จัังหวััดลำปางเลืือกตััวแบบใดก็็ได้้ใน 3 ตั ว

แบบนี้้�คืือ WOA-HW มีีค่่า RMSE ต่่ำที่่�สุุด Classic-HW 

มีีค่่า MAE ต่่ำที่่�สุุด และ Classic-D มีีค่่า MAPE ต่่ำที่่�สุุด

ในงานวิิจััยนี้้�เลืือก WOA-HW ในการพยากรณ์์ล่่วงหน้้า 

-	 จัังหวััดเชีียงรายเลืือกตััวแบบ WOA-HW 

เพราะมีีค่่า MAE และ MAPE ต่่ำสุุด 

-	 จัังหวััดแม่่ฮ่่องสอนเลืือกตััวแบบใดก็็ได้้ใน 3 

ตััวแบบนี้้�คืือ WOA-D มีีค่่า RMSE ต่่ำที่่�สุุด LSTM มีีค่่า 

MAE ต่่ำที่่�สุุด และ Box-Jenkins มีีค่่า MAPE ต่่ำที่่�สุุดใน

งานวิิจััยนี้้�เลืือก WOA-D ในการพยากรณ์์ล่่วงหน้้า

-	 จัังหวััดน่่านเลืือกตััวแบบ Box-Jenkins 

เพราะมีีค่่า RMSE MAE และ MAPE ต่่ำสุุด ใช้้ Ln ใน

การแปลงข้อ้มูลูและได้ต้ัวัแบบ SARIMA (2,1,0)(0,1,1)
52

-	 จัังหวััดลำพููนเลืือกตััวแบบ Classic-HW 

เพราะมีีค่่า RMSE MAE และ MAPE ต่่ำสุุด 

-	 จัังหวััดแพร่่เลืือกตััวแบบ Box-Jenkins 

เพราะมีีค่่า MAE และ MAPE ต่่ำสุุด ใช้้ Ln ในการแปลง

ข้้อมููลและได้้ตััวแบบ SARIMA (1,1,1)(0,1,0)
52

-	 จัังหวััดพะเยาเลืือกตััวแบบ WOA-D เพราะ

มีีค่่า RMSE และ MAE ต่่ำสุุด 
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Table 2	 RMSE Metrics for Each Province’s Testing Dataset

CMI LPG CRI MSN NAN LPN PRE PYO
WOA-D 23.1066 24.0376 29.7050 25.3191 25.8858 22.2615 19.7992 22.5871
WOA-HW 22.4704 20.5950 28.0672 27.7104 31.7598 16.2253 16.4673 23.3082
Classic-D 21.8446 24.9215 31.0733 30.6131 25.1791 21.7060 21.5414 24.9190
Classic-HW 22.0666 20.5951 28.0641 27.7424 23.8451 16.2212 16.4660 23.3035
Box-Jenkins 24.0092 24.2997 35.3172 28.8855 22.5499 17.4173 16.8644 23.5297
LSTM 24.6521 28.6177 43.9556 26.7570 23.9249 18.3271 18.7947 26.2028
Note: The lowest value for each province is bolded

Table 3	 MAE Metrics for Each Province’s Testing Dataset

CMI LPG CRI MSN NAN LPN PRE PYO
WOA-D 14.4982 16.9714 17.7679 13.6246 19.0599 14.7432 13.9808 12.5994
WOA-HW 12.6768 13.1074 15.4342 13.4418 23.1809 10.6340 10.6631 12.6384
Classic-D 14.3271 16.8168 18.6476 15.1466 18.3419 13.8492 14.8273 15.1587
Classic-HW 12.1324 13.1065 15.4371 13.5613 15.2835 10.6305 10.6631 12.6358
Box-Jenkins 12.8686 15.1068 21.8719 13.4957 13.5623 11.4518 10.4930 13.1559
LSTM 12.7400 19.8306 24.5086 12.6958 14.8416 11.7020 13.6729 13.8013
Note: The lowest value for each province is bolded

Table 4	 MAPE Metrics for Each Province’s Testing Dataset

CMI LPG CRI MSN NAN LPN PRE PYO
WOA-D 61.4543 62.3862 69.0285 57.5336 61.7411 55.7308 56.4822 43.9754
WOA-HW 49.6047 45.8028 63.1640 44.7999 72.4274 51.6015 40.4787 42.7960
Classic-D 40.7040 44.0149 74.3722 57.6796 60.6864 52.9528 59.4778 56.3023
Classic-HW 45.7530 45.7961 63.2067 46.5667 44.5442 51.5791 40.5051 42.7963
Box-Jenkins 43.2071 46.6772 97.2940 39.8519 39.3229 52.2111 39.5831 42.4107
LSTM 43.3844 72.3414 86.3939 56.0160 43.2336 62.8611 59.3373 40.7605
Note: The lowest value for each province is bolded

3.4 การพยากรณ์์ล่่วงหน้้า 2 ปีี

การพยากรณ์์ค่่าความเข้้มข้้น PM2.5 ทั้้� ง 8 

จัังหวััดตามตััวแบบที่่�มีีประสิิทธิิภาพมากที่่�สุุดในหััวข้้อ 

3.3 ได้้ผลกราฟเส้้นค่่าจริิงและค่่าพยากรณ์์ดััง Figure  5 

และ 6 จะเห็็นว่่า PM2.5 ทุุกจัังหวััดนั้้�นมีีฤดููกาลชััดเจน

คืือจะมีีช่่วงที่่�ค่่า PM2.5 สู งเกิิน 37.5 ไมโครกรััมต่่อ

ลููกบาศก์์เมตร เริ่่�มประมาณเดืือนธัันวาคมเป็็นต้้นไป

จนถึึงประมาณเดืือนพฤษภาคม และจะมีีช่่วงค่่าสููงเกิิน 

75.1 ไมโครกรััมต่่อลููกบาศก์์เมตรขึ้้�นไปซึ่่�งถืือว่่าเป็็นช่่วง

ที่่�ค่า PM2.5 นั้้� นมีีผลกระทบต่่อสุุขภาพมากอยู่่�ในช่่วง

เดือืนมีนีาคมและเมษายน มีเีพียีงจังัหวัดัแพร่ท่ี่่�ค่า่ PM2.5 

นั้้�นสููงเกิิน 75.1 ไมโครกรััมต่่อลููกบาศก์์เมตรเร็็วกว่่า

จัังหวััดอื่่�นๆ คืือตั้้�งแต่่ประมาณเดืือนมกราคมเป็็นต้้นไป
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Figure 5 Comparison of actual and forecasted weekly PM2.5 values for each province using the 

appropriate forecasting method 
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Figure 6 Two-Year Ahead Forecasted Values for All Provinces  

Month Year Weekly Chiang Mai Lampang Chiang Rai Mae Hong Son Nan Lamphun Phrae Phayao
July-23 27 7 14 4 6 15 5 11 12
July-23 28 6 15 3 10 16 7 11 12
July-23 29 9 14 3 7 16 5 11 11
July-23 30 11 17 2 2 19 5 22 12
July-23 31 9 14 1 5 18 4 12 5

August-23 32 10 12 1 1 19 3 12 10
August-23 33 11 14 1 4 17 5 13 10
August-23 34 10 13 1 5 18 4 13 11
August-23 35 15 12 1 9 21 6 17 22

September-23 36 10 15 4 9 19 5 14 13
September-23 37 8 11 1 21 19 1 10 9
September-23 38 12 16 1 5 17 4 12 13
September-23 39 10 23 8 9 19 13 13 14

October-23 40 9 26 10 6 20 20 14 10
October-23 41 9 25 9 4 18 24 19 16
October-23 42 14 25 6 15 23 21 36 20
October-23 43 14 24 8 7 22 19 36 17
October-23 44 18 25 7 11 27 17 36 17

November-23 45 20 30 7 15 31 18 40 16
November-23 46 18 32 12 18 27 22 23 22
November-23 47 19 31 11 9 26 23 22 22
November-23 48 22 30 11 14 36 25 29 29
December-23 49 30 35 23 34 46 27 29 30
December-23 50 27 43 25 15 42 38 48 31
December-23 51 33 41 19 13 48 28 49 42
December-23 52 25 56 19 8 37 39 43 29

January-24 1 35 43 13 12 45 35 38 33
January-24 2 41 50 19 12 52 39 51 35
January-24 3 37 58 15 16 57 33 62 47
January-24 4 42 63 20 22 68 36 75 55
January-24 5 39 62 21 25 73 40 94 55

February-24 6 28 49 21 37 75 36 78 44
February-24 7 41 30 20 63 74 29 94 59
February-24 8 51 53 35 65 79 51 116 56
February-24 9 56 79 41 104 98 56 163 68

March-24 10 89 68 50 141 108 54 123 89
March-24 11 71 77 91 97 87 74 74 58
March-24 12 55 71 78 129 86 59 103 72
March-24 13 93 70 91 145 98 61 120 88
April-24 14 49 100 139 90 107 87 146 70
April-24 15 46 53 50 65 88 59 111 60
April-24 16 37 50 51 41 64 50 100 43
April-24 17 14 56 50 32 56 55 51 28
April-24 18 18 32 50 16 50 30 64 34
May-24 19 19 38 54 13 35 37 30 20
May-24 20 20 34 47 8 37 31 48 33
May-24 21 14 34 48 8 35 28 42 21
May-24 22 17 23 24 6 27 19 29 16
June-24 23 11 22 19 8 21 16 22 14
June-24 24 9 14 9 5 19 7 19 15
June-24 25 13 14 5 3 19 6 14 11
June-24 26 8 16 7 1 15 7 16 8
July-24 27 7 14 4 5 17 5 16 13
July-24 28 6 15 3 9 20 7 16 13
July-24 29 8 14 3 6 19 5 17 12
July-24 30 10 17 2 1 23 5 31 13
July-24 31 8 14 1 4 22 4 17 6

August-24 32 10 12 1 0 23 3 17 11
August-24 33 11 14 1 3 20 5 19 11
August-24 34 10 13 1 4 22 4 19 12
August-24 35 14 12 1 8 25 6 25 23

September-24 36 9 15 4 8 23 5 21 14
September-24 37 7 11 1 20 22 1 15 10
September-24 38 12 16 1 4 21 4 17 13
September-24 39 10 23 8 8 23 13 19 14
September-24 40 8 26 10 5 25 20 21 11

October-24 41 9 25 9 3 22 24 27 17
October-24 42 14 25 6 14 27 21 52 20
October-24 43 14 24 8 6 26 19 52 18
October-24 44 17 25 7 10 32 17 52 18

November-24 45 19 30 7 14 37 18 59 17
November-24 46 18 32 12 17 33 22 33 23
November-24 47 19 31 11 8 31 23 31 23
November-24 48 21 30 11 13 44 25 42 29
December-24 49 29 35 23 33 55 27 42 31
December-24 50 26 43 25 14 51 38 69 32
December-24 51 32 41 19 12 58 28 71 43
December-24 52 25 56 19 7 44 39 63 29
December-24/

January-25
53/1 35 43 13 11 54 35 54 34

January-25 2 41 50 19 11 63 39 73 35
January-25 3 37 58 15 15 68 33 90 48
January-25 4 42 63 20 21 82 36 109 56
January-25 5 39 62 21 24 88 40 136 56

February-25 6 27 49 21 36 90 36 113 45
February-25 7 41 30 20 62 89 29 136 60
February-25 8 51 53 35 64 96 51 167 57
February-25 9 55 79 41 103 118 56 236 68

March-25 10 89 68 50 140 130 54 178 89
March-25 11 70 77 91 96 105 74 107 59
March-25 12 54 71 78 128 104 59 148 72
March-25 13 92 70 91 144 118 61 173 89
March-25 14 48 100 139 89 129 87 211 71
April-25 15 45 53 50 64 106 59 161 61
April-25 16 36 50 51 40 78 50 144 43
April-25 17 14 56 50 31 68 55 73 29
April-25 18 18 32 50 15 60 30 92 35
May-25 19 18 38 54 12 42 37 44 20
May-25 20 20 34 47 7 45 31 69 33
May-25 21 13 35 48 7 42 28 61 22
May-25 22 16 23 24 5 33 19 42 17
June-25 23 10 22 19 7 26 16 31 15
June-25 24 8 14 9 4 23 7 27 15
June-25 25 12 14 5 2 23 6 21 12
June-25 26 7 16 7 1 18 7 23 9

Note: The yellow category, 

which has health impacts, 

ranges from 37.5 to 75.09 

micrograms per cubic meter. 

The red category, indicating 

severe health impacts, starts at 

75.1 micrograms per cubic 

meter and above. 
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ranges from 37.5 to 75.09 

micrograms per cubic meter. 

The red category, indicating 

severe health impacts, starts at 

75.1 micrograms per cubic meter 

and above.
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4. วิิจารณ์์ผล
WOA เพื่่�อประมาณค่่าพารามิิเตอร์์ในวิิธีีการ 

HW จำนวน 3 ตั ว และ เทคนิิคการแยกส่่วนประกอบ 

จำนวนมากถึึง 54 ตััว ได้้ผลลััพธ์์ที่่�ดีีกว่่าการประมาณค่่า

พารามิิเตอร์์ด้้วยวิิธีคีลาสสิิกเป็็นส่่วนใหญ่่ ซึ่่�งสอดคล้้องกัับ

งานวิิจัยั Minsan and Minsan  [15, 16] ดังนั้้�นจากสรุุป

ผลงานวิิจััยนี้้�และงานวิิจััย Minsan and Minsan [15, 

16] ทำให้้มีีความเชื่่�อมั่่�นได้้ว่่าการใช้้ WOA-HW และ 

WOA-D นั้้� นให้้ผลลััพธ์์ในการสร้้างตััวแบบที่่�มีีความ

คลาดเคลื่่�อนจากข้้อมููลจริิงต่่ำ แม้้ว่่าค่่าพารามิิเตอร์์จะมีี

จำนวนมาก WOA ก็็ยัังสามารถใช้้งานได้้ดีี

5. สรุุป 
จาก Table 5 สรุปุได้้ว่่าในระยะชุดุข้้อมูลูฝึึกฝน 

WOA-D ได้้ค่่าต่ำ่สุดุฟัังก์์ชัันวัตัถุปุระสงค์์ทั้้�ง 8 จังัหวัดั ส่วน 

WOA-HW ได้้ค่่าต่่ำสุุดฟัังก์์ชันัวััตถุุประสงค์์ 4 จังหวััด ทำให้้

เชื่่�อได้้ว่่าการนำเมตาฮิวิริสิติกิส์์มาผสานกับัการประมาณ

ค่่าพารามิิเตอร์์ของตััวแบบพยากรณ์์อนุุกรมเวลาเป็็นวิิธีี

การที่่�ดี ี โดยสามารถนำวิธิีกีารเมตาฮิวิริสิติกิส์์ต่่างๆ มาใช้้

ร่่วมกัันกัับตััวแบบอนุุกรมเวลาได้้ดัังผลการวิิจััยที่่�ผ่านมา

ของ Minsan and Minsan [15, 16] ที่่� ประมาณค่่า

พารามิิเตอร์์มากที่่�สุด 14 ตัว และผลการศึึกษานี้้�ที่่�ประมาณ

ค่่าพารามิเิตอร์์ได้้มากขึ้้�น คือ 54 ตัว โดยหลักัการคืือเลือืก

วิธิีกีารเมตาฮิวิริสิติกิส์์ที่่�สนใจหรือืวิธิีกีารใหม่่ๆ มาทำตาม

ขั้้�นตอนของงานวิจิัยันี้้�ก็จ็ะสามารถผสานทั้้�งสองส่่วน คื อื 

วิธิีกีารเมตาฮิิวริิสติกิส์์กับัเทคนิิคการพยากรณ์์อนุกุรมเวลา

ได้้อย่่างดีี 

นอกจากใช้้เมตาฮิวิริสิติกิส์์อื่่�นๆ อาจจะพิิจารณา

เทคนิิคการสร้้างตััวแบบพยากรณ์์ที่่�นอกเหนืือจากงานวิิจัยั

นี้้�คือื เทคนิคิการแยกส่่วนประกอบ และเทคนิคิ HW โดย

ผู้้�ที่่�สนใจศึกึษาแนวทางนี้้�อาจจะนำ WOA ไปประยุกุต์์ใช้้

กัับเทคนิิคการพยากรณ์์อนุุกรมเวลาอื่่�นๆ ก็ จะเป็็น

งานวิจิัยัที่่�น่าสนใจเป็็นอย่่างมาก ทั้้�งนี้้�ผลสรุปุของงานวิจิัยั

แสดงให้้เห็็นแล้้วว่่าการประมาณค่่าพารามิิเตอร์์จำนวน

มาก เช่่น 54 ตัว วิธีกีารเมตาฮิวิริสิติกิส์์ WOA ก็สามารถ

ประมาณค่่าพารามิเิตอร์์ได้้ 

Table 5	 Summary of the best-fit model of 

objective function RMSE for each 

province in the train dataset phase

Train Dataset Phase
WOA-D CMI, LPG, CRI, MSN, NAN, LPN, PRE, PYO
Classic-D -
WOA-HW LPG, CRI, LPN, PYO
Classic-HW CMI, MSN, NAN, PRE

จากตารางที่่� 6 แสดงให้เ้ห็น็ว่า่ไม่่สามารถระบุวุิธิีี

การพยากรณ์์ล่่วงหน้้าแบบใดที่่� ให้้ผลลััพธ์์ที่่�ดีที่่�สุด

อย่า่งแน่ชั่ัด เนื่่�องจากความผันัผวนของข้อ้มูลูอนุกุรมเวลา

ส่่งผลต่่อความแม่่นยำในการพยากรณ์์ล่่วงหน้้า โดย

ทั่่�วไปแล้้ว หากชุุดข้้อมููลฝึึกอบรมมีีรููปแบบคล้้ายคลึึงกัับ

ชุุดข้้อมููลทดสอบ   โมเดลที่่�ดีในชุุดข้้อมููลฝึึกอบรมก็็มีี

แนวโน้้มที่่�จะให้้ผลลััพธ์์ที่่�ดีีในชุุดข้้อมููลทดสอบด้้วย

เช่่นกััน อย่่างไรก็็ตาม สิ่่� งสำคััญคืือต้้องตระหนัักว่่า

ความผัันผวนของข้้อมููลอนุุกรมเวลานั้้�นเกิิดขึ้้�นได้้เสมอ 

ชุุดข้้อมููลฝึึกอบรมและชุุดข้้อมููลทดสอบอาจมีีความ

แตกต่่างกััน แนวทางปฏิิบัตัิทิี่่�แนะนำ คือ ในการพยากรณ์์

ล่่วงหน้้าควรสร้้างตััวแบบหลายตััวแบบเพื่่�อนำมา

เปรีียบเทีียบกัันตามเกณฑ์์การตััดสิินใจ

Table 6	 Summary of the most suitable model 

for each province in the test dataset 

phase

Test Dataset Phase
RMSE MAE MAPE

WOA-D MSN, PYO PYO -

Classic-D CMI - CMI, LPG

WOA-HW LPG CRI CRI

Classic-HW CRI, LPN, PRE CMI, LPG, LPN LPN

Box-Jenkins NAN NAN, PRE MSN, NAN, PRE

LSTM - MSN PYO
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