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บทคัดย่อ
การลดสัญัญาณรบกวนออกจากภาพเป็น็งานพื้้�นฐานที่่�สำคัญัในการฟื้้�นฟูภูาพ โดยมีเีป้า้หมายเพื่่�อกำจัดัสััญญาณ

รบกวนออกจากภาพถ่่ายดิจิิติัลัที่่�เสียีหายและปรัับปรุงุคุณุภาพของภาพก่่อนการนำภาพไปประยุุกต์ใ์ช้ ้โดยทั่่�วไปสััญญาณ

รบกวนถููกแบ่่งออกเป็็น 2 ประเภท คืือสััญญาณรบกวนแบบการบวกและแบบการคููณ ในงานวิิจััยนี้้� ผู้้�วิิจััยได้้นำเสนอ

ตััวแบบเชิิงการแปรผัันสำหรัับกำจััดทั้้�งสััญญาณรบกวนแบบการบวกและการคููณออกจากภาพในขั้้�นตอนเดีียว

จำนวน 3 ตััวแบบ ได้้แก่่ ตััวแบบ KKWV-TV ตััวแบบ KKWV-TL และตััวแบบ KKWV-TVL พร้้อมทั้้�งวิิธีีการเชิิงตััวเลข

สำหรัับแก้้สมการเชิิงอนุุพัันธ์์ที่่�เกี่่�ยวข้้อง ผลการทดลองเชิิงตััวเลขกัับทั้้�งภาพสัังเคราะห์์ ภาพจริิง และภาพถ่่าย

ทางการแพทย์์แสดงให้้เห็็นว่่าตััวแบบทั้้�งสามสามารถให้้ผลลััพธ์์จากการกำจััดสััญญาณรบกวนออกจากภาพที่่�มี

ความแม่่นยำ และน่่าเชื่่�อถืือ นอกจากนี้้�ขั้้�นตอนวิิธีีเชิิงตััวเลขที่่�ได้้นำเสนอสามารถแก้้ปััญหาได้้อย่่างมีีประสิิทธิิภาพ 

โดยตััวแบบ KKWV-TVL มีีความแม่่นยำสููงกว่่าตััวแบบ KKWV-TV และตััวแบบ KKWV-TL 

คำสำคััญ:	 การซ่่อมแซมภาพ; การกำจััดสััญญาณรบกวนออกจากภาพ; ตััวแบบเชิิงการแปรผััน    
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Abstract
Image denoising is one of the most important tasks in image restoration. The goal is to remove 

noise from a given corrupted digital image to improve its quality before use. In general, there are 

two types of noise models: additive noise models and multiplicative noise models. In this paper, 

we present three variational models, KKWV-TV, KKWV-TL, and KKWV-TVL models, for the restoration 

of images with combined additive and multiplicative noise in a single step, together with numerical 

methods for solving the associated differential equations. Numerical tests with synthetic, realistic 

and medical images confirm that our three models deliver accurate and reliable results. Moreover, 

the proposed numerical algorithm can work efficiently with the KKWV-TVL model and provides higher 

quality results than the KKWV-TV model and the KKWV-TL models.

Keywords:	 Image restoration; Image denoising; Variational method
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1. บทนำ�ำ
ภาพถ่า่ยถือืเป็น็สิ่่�งที่่�มีบีทบาทและมีคีวามสำคัญั

เป็็นอย่่างมากในการประยุุกต์์เพื่่�อใช้้งานจริิง ทั้้� งการ

ประยุกุต์ท์างด้า้นศิลิปะ ดาราศาสตร์ ์ฟิสิิกิส์ ์ชีวีวิทิยา เคมีี 

และศาสตร์์แขนงอื่่�น ๆ ที่่� เกี่่�ยวข้้องกัับการใช้้และสร้้าง

ภาพถ่่าย แต่่ภาพถ่่ายมัักถููกเจืือปนด้้วยสััญญาณรบกวน

จากกระบวนการรับัและส่่งสัญัญาณภาพ ดังนั้้�นเพื่่�อให้้ได้้

ข้้อมููลบนภาพที่่�มีีความคมชััดสููงขึ้้�นและสามารถนำไปใช้้

ในทางปฏิิบััติิได้้อย่่างสะดวกและแม่่นยำ การกำจััด

สััญญาณรบกวนออกจากภาพหรืือการซ่่อมแซมภาพจึึง

เป็็นขั้้�นตอนสำคััญในการสร้้างภาพที่่�คมชััดจากภาพที่่�มีี

สััญญาณรบกวน [1]

โดยทั่่�วไปตััวแบบสััญญาณรบกวนมีี 2 ประเภท 

คืือตััวแบบสััญญาณรบกวนแบบการบวก (Additive 

Noise Model) และตััวแบบสััญญาณรบกวนแบบการคููณ 

(Multiplicative Noise Model) ตั ัวแบบสััญญาณ

รบกวนแบบการบวก เป็็นหนึ่่�งในรูปูแบบของการแจกแจง

ของสััญญาณรบกวนที่่�พบได้้ทั่่�วไปมากที่่�สุดในธรรมชาติิ 

ซึ่่�งถููกพบในกระบวนการบัันทึึกสััญญาณภาพด้้วยเครื่่�อง

มือืดิจิิติัลั และในทางปฏิบิัตัิสิัญัญาณรบกวนแบบการคูณู 

หรืือสััญญาณรบกวนแบบสเปกเคิิล (Speckle Noise) 

ถูกูพบในภาพที่่�ได้จ้ากระบบการสร้า้งภาพแบบโคฮีเีลนท์์ 

(Coherent Imaging System) เช่่น ภาพถ่่ายคลื่่�นเสีียง

ความถี่่�สูงู ภาพเลเซอร์ ์และภาพจากระบบเรดาร์ท์ี่่�ติดิตั้้�ง

บนเครื่่�องบิินหรืือดาวเทีียม เป็็นต้้น 

ในด้้านการประยุุกต์์ การสมมติิว่่าภาพที่่�มีี

สััญญาณรบกวนเจืือปนด้้วยสััญญาณรบกวนแบบการ

บวกหรืือแบบการคููณแบบใดแบบหนึ่่�งนั้้�นไม่่เป็็นจริิงเสมอ

ไป ตัวอย่่างเช่น่  ผลการศึึกษาในงานวิิจัยัของ Hirakawa 

และ Park [2] และคณะวิิจััยของ Lukin [3] ได้้ยืืนยัันข้้อ

เท็จ็จริิงดัังกล่่าว และผลการวิิจัยัชี้้�ให้้เห็็นว่่าส่่วนประกอบ

ของสััญญาณรบกวนแบบการบวกไม่่สามารถตััดทิ้้�งได้้ 

ดัังนั้้�นการกำจััดสััญญาณรบกวนออกจากภาพแบบผสม

จึงึเป็น็เรื่่�องจำเป็น็อย่า่งมาก เพื่่�อให้ข้้อ้มูลูบนภาพมีคีวาม

คมชััดสููงขึ้้�น และสามารถนำข้้อมููลดัังกล่่าวไปใช้้ในทาง

ปฏิิบััติิได้้อย่่างสะดวกและแม่่นยำมากยิ่่�งขึ้้�น

เทคนิิควิิธีีการแก้้ปััญหาการกำจััดสััญญาณ

รบกวนออกจากภาพมีีหลากหลายวิิธี ี ได้แ้ก่ ่วิธีกีารกรอง

ภาพ วิ ิธีีการเวฟเลต วิ ิธีีการสโตรแคสติิก วิ ธีีการที่่�ใช้้วิิธีี

การวิิเคราะห์์องค์์ประกอบหลััก วิ ธีีการใช้้ชุุดข้้อมููลมา

ฝึึกสอนให้้กัับโมเดล และวิิธีีการเชิิงการแปรผััน เป็็นต้้น 

ซึ่่�งวิิธีีการเชิิงการแปรผััน (variational method) เป็็น

เทคนิิควิิธีีการทางคณิิตศาสตร์์ที่่�น่าเชื่่�อถืือและมีีความ

แม่่นยำสููงในการกำจััดสััญญาณรบกวนออกจากภาพ 

แนวคิดิสำคัญัของวิธิีกีารเชิงิการแปรผันัคือืการเปลี่่�ยนรูปู

แบบของปััญหาเดิมิซึ่่�งอยู่่�ในรูปูของการอินิทิกิรัลัให้อ้ยู่่�ใน

รูปูสมการเชิงิอนุุพันัธ์ซ์ึ่่�งสามารถประยุกุต์ใ์ช้ว้ิธิีกีารหาผล

เฉลยด้้วยวิิธีีการอื่่�น ๆ ได้้ง่่ายกว่่า ในที่่�นี้้�วิิธีีการกำจััด

สััญญาณรบกวนออกจากภาพโดยวิิธีีการเชิิงการแปรผััน

เริ่่�มต้้นจากการพิิจารณาภาพเป็็นฟัังก์์ชััน และสร้้าง

ตัวัแบบเชิงิการแปรผันัสำหรับักำจัดัสัญัญาณรบกวนออก

จากภาพ โดยทั่่�วไปอยู่่�ในรููปปััญหาการหาค่่าต่่ำสุุด
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1. บทนำ 

ภาพถ่ายถือเป็นสิ่งที่มีบทบาทและมีความสำคัญเป็นอย่างมากในการประยุกต์เพื่อใช้งานจริง ทั้งการประยุกต์ทางด้าน

ศิลปะ ดาราศาสตร์ ฟิสิกส์ ชีววิทยา เคมี และศาสตร์แขนงอื่นๆ ที่เกี่ยวข้องกับการใช้และสร้างภาพถ่าย แต่ภาพถ่ายมักถูก    

เจือปนด้วยสัญญาณรบกวนจากกระบวนการรับและส่งสัญญาณภาพ ดังนั้นเพื่อให้ได้ข้อมูลบนภาพที่มีความคมชัดสูงขึ้นและ

สามารถนำไปใช้ในทางปฏิบัติได้อย่างสะดวกและแม่นยำ การกำจัดสัญญาณรบกวนออกจากภาพหรือการซ่อมแซมภาพจึงเป็น

ขั้นตอนสำคัญในการสร้างภาพที่คมชัดจากภาพที่มีสัญญาณรบกวน 

โดยทั่วไปตัวแบบสัญญาณรบกวนมี 2 ประเภท คือตัวแบบสัญญาณรบกวนแบบการบวก (Additive Noise Model) 

และตัวแบบสัญญาณรบกวนแบบการคูณ (Multiplicative Noise Model) ตัวแบบสัญญาณรบกวนแบบการบวก เป็นหนึ่งใน

รูปแบบของการแจกแจงของสัญญาณรบกวนที่พบได้ทั่วไปมากที่สุดในธรรมชาติ ซึ่งถูกพบในกระบวนการบันทึกสัญญาณภาพ

ด้วยเครื่องมือดิจิตัล และในทางปฏิบัติสัญญาณรบกวนแบบการคูณ หรือสัญญาณรบกวนแบบสเปกเคิล (Speckle Noise) ถูก

พบในภาพที่ได้จากระบบการสร้างภาพแบบโคฮีเลนท์ (Coherent Imaging System) เช่น ภาพถ่ายคลื่นเสียงความถี่สูง ภาพ

เลเซอร์ และภาพจากระบบเรดาร์ที่ติดตั้งบนเครือ่งบินหรือดาวเทียม เป็นต้น  

ในด้านการประยุกต์ การสมมติว่าภาพที่มีสัญญาณรบกวนเจือปนด้วยสัญญาณรบกวนแบบการบวกหรือแบบการคูณ

แบบใดแบบหนึ่งนั้นไม่เป็นจริงเสมอไป ตัวอย่างเช่น  ผลการศึกษาในงานวิจัยของ Hirakawa และ Park [1] และคณะวิจัยของ 

Lukin [2] ได้ยืนยันข้อเท็จจริงดังกล่าว และผลการวิจัยชี้ให้เห็นว่าส่วนประกอบของสัญญาณรบกวนแบบการบวกไม่สามารถ

ตัดทิ้งได้ ดังนั้นการกำจัดสัญญาณรบกวนออกจากภาพแบบผสมจึงเป็นเรื่องจำเป็นอย่างมาก เพื่อให้ข้อมูลบนภาพมีความคมชัด

สูงขึ้น และสามารถนำข้อมูลดังกล่าวไปใช้ในทางปฏิบัติได้อย่างสะดวกและแม่นยำมากยิ่งขึน้ 

เทคนิควิธีการแก้ปัญหาการกำจัดสัญญาณรบกวนออกจากภาพมีหลากหลายวิธี  ได้แก่ วิธีการกรองภาพ วิธีการ     

เวฟเลต วิธีการสโตรแคสติก วิธีการที่ใช้วิธีการวิเคราะห์องค์ประกอบหลัก วิธีการใช้ชุดข้อมูลมาฝึกสอนให้กับโมเดล และวิธีการ

เชิงการแปรผัน เป็นต้น ซึ่งวิธีการเชิงการแปรผัน (variational method) เป็นเทคนิควิธีการทางคณิตศาสตร์ที่น่าเชื่อถือและมี

ความแม่นยำสูงในการกำจัดสัญญาณรบกวนออกจากภาพ แนวคิดสำคัญของวิธีการเชิงการแปรผันคือการเปลี่ยนรูปแบบของ

ปัญหาเดิมซึ่งอยู่ในรูปของการอินทิกรัลให้อยู่ในรูปสมการเชิงอนุพันธ์ซึ่งสามารถประยุกต์ใช้วิธีการหาผลเฉลยด้วยวิธีการอื่น ๆ 

ได้ง่ายกว่า ในที่นี้วิธีการกำจัดสัญญาณรบกวนออกจากภาพโดยวิธีการเชิงการแปรผันเริ่มต้นจากการพิจารณาภาพเป็นฟังก์ชัน 

และสร้างตัวแบบเชิงการแปรผันสำหรับกำจัดสัญญาณรบกวนออกจากภาพ โดยทั่วไปอยู่ในรูปปัญหาการหาค่าต่ำสุด 

 

เมื่อ แทนพจน์วัดความผิดปกติของข้อมูล  แทนพจน์เร็กกิวลาร์ไรซ์เซชัน และ  แทนพารามิเตอร์ที่ใช้ในการ

ถ่วงน้ำหนัก จากนั้นทำการประยุกต์แคลคูลัสของการแปรผัน (calculus of variations) ในการสร้างสมการออยเลอร์-ลากรานจ์

ที่สมนัยกับตัวแบบดังกล่าว ขั้นตอนสุดท้ายคือการใช้เทคนิควิธีการทางคณิตศาสตร์ ได้แก่ วิธีการเชิงตัวเลขสำหรับแก้สมการ

( ) ( ) ( ){ }min
u U

J u D u R ua
Î

= +

( )D u ( )R u a
เมื่่�อ D(u) แทนพจน์์วััดความผิิดปกติิของข้้อมููล R(u) 
แทนพจน์เ์ร็ก็กิวิลาร์ไ์รซ์เ์ซชันั และ α แทนพารามิเิตอร์ท์ี่่�

ใช้้ในการถ่่วงน้้ำหนััก จากนั้้�นทำการประยุุกต์์แคลคููลััส

ของการแปรผััน (calculus of variations) ในการสร้้าง

สมการออยเลอร์์-ลากรานจ์์ที่่�สมนััยกัับตััวแบบดัังกล่่าว 

ขั้้�นตอนสุุดท้้ายคืือการใช้้เทคนิิควิิธีีการทางคณิิตศาสตร์์ 

ได้้แก่่ วิ ธีีการเชิิงตััวเลขสำหรัับแก้้สมการออยเลอร์์-ลา

กรานจ์อ์ย่า่งมีปีระสิทิธิภิาพ ซึ่่�งโดยทั่่�วไปสมการออยเลอ

ร์-์ลากรานจ์ท์ี่่�ได้จ้ากตัวัแบบเชิงิการแปรผัันมักัเป็น็สมการ

เชิิงอนุุพัันธ์์ย่่อยไม่่เป็็นเชิิงเส้้น 

จากภาพรวมดังักล่่าวข้า้งต้น้ แนวทางงานวิจิัยัที่่�

ใช้ใ้นการศึกึษาปัญัหาการกำจัดัสัญัญาณรบกวนออกจาก

ภาพสามารถแบ่่งออกได้้เป็็น 2 แนวทางกว้้าง ๆ คื ือ 

แนวทางแรกเป็็นการสร้้างตััวแบบทางคณิิตศาสตร์์ของ

การกำจััดสััญญาณรบกวนออกจากภาพที่่�มีีความน่่าเชื่่�อ

ถืือและแม่่นยำ [4] ส่่วนแนวทางที่่�สองคืือ การพััฒนาวิิธีี
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การเชิิงตััวเลขที่่�มีีประสิิทธิิภาพสููงและรวดเร็็วสำหรัับแก้้

สมการ [5] ดั ังนั้้�นทั้้�งสองแนวทางจึึงเป็็นสิ่่�งจำเป็็นอย่่าง

หลีีกเลี่่�ยงไม่่ได้้

งานวิจิัยันี้้� ผู้้�วิจิัยัจะทำการศึกึษาตัวัแบบที่่�พัฒันา

สำหรัับกำจััดสััญญาณรบกวนแบบผสมออกจากภาพ 

และพััฒนาเทคนิิควิิธีีการเชิิงตััวเลขที่่�มีประสิิทธิิภาพ

สำหรัับแก้้สมการออยเลอร์์-ลากรานจ์์ที่่�ได้้จากตััวแบบ

การกำจััดสััญญาณรบกวนแบบผสม ทั้้� งนี้้�เนื่่�องจากผล

ของการดิิสครีีตไทซ์์เซชัันได้้นำไปสู่่�การแก้้ระบบสมการ

ไม่่เป็็นเชิิงเส้้นขนาดใหญ่่ที่่�มีีจำนวนตััวไม่่ทราบค่่า

เท่่ากัับจำนวนของกริิดในการประมวลผลภาพดิิจิิตััล

ที่่�มีีความละเอีียดสููง จำนวนของตััวไม่่ทราบค่่าในระบบ

สมการจะมีีมากกว่่า 2 แสนตััวขึ้้�นไป ทำให้้วิิธีีการทำซ้้ำ

พื้้�นฐานทั่่�วไปสำหรัับการแก้้ระบบสมการไม่่เป็็นเชิิงเส้้น 

เช่่น วิ ธีีการ nonlinear Gauss-Seidel relaxation 

method หรืือวิิธีีการแบบนิิวตััน (Newton method) 

มีีประสิิทธิิภาพน้้อยและไม่่เหมาะสมสำหรัับการนำไปใช้้

ในทางปฏิิบััติิ ด้ วยเหตุุผลดัังกล่่าว ผู้้�วิ ิจััยเล็็งเห็็นว่่า 

การพััฒนาวิิธีีการทำซ้้ำที่่�มีประสิิทธิิภาพสููงสำหรัับ

แก้้ระบบสมการไม่่เป็็นเชิิงเส้้นขนาดใหญ่่ที่่�เกิิดจาก

ตััวแบบกำจััดสััญญาณรบกวน จึ ึงเป็็นสิ่่�งสำคััญสำหรัับ

การประมวลผลภาพที่่�มีีความละเอีียดสููง และเนื่่�องจาก

ภาพถ่่ายบางประเภท เช่่น ภาพถ่่ายคลื่่�นเสีียงความถี่่�สููง

มัักปรากฏสััญญาณรบกวนแบบสเปกเคิิล เพื่่�อพััฒนา

ตััวแบบที่่�เหมาะสมกัับการแก้้ปััญหาดัังกล่่าว ผู้้�วิิจััยจึึงได้้

ทำการพััฒนาตััวแบบเชิงิการแปรผัันที่่�ปรัับปรุุงขึ้้�นสำหรัับ

กำจััดสััญญาณรบกวนแบบผสมออกจากภาพถ่่าย

ทางการแพทย์ ์และพัฒันาวิธิีกีารเชิงิตัวัเลขสำหรับัแก้ต้ัวั

แบบเชิิงการแปรผัันที่่�ปรัับปรุุงอีีกด้้วย

ในการกำจััดสััญญาณรบกวนออกจากภาพ

โดยวิิธีีการเชิิงการแปรผััน วิ ธีีการนี้้�เริ่่�มต้้นจากการ

สร้้างตััวแบบเชิิงคณิิตศาสตร์์สำหรัับภาพถ่่ายดิิจิิตััล

ซึ่่�งในทางคณิิตศาสตร์์ ภาพเชิิงสเกลาร์์แบบสองมิิติิ

สามารถเขีียนตััวแบบโดยพิิจารณาภาพเป็็นฟัังก์์ชััน 

	 	 	 ที่่�ถููกนิิยามบนโดเมนภาพ 

(Image Domain) Ω ที่่�มีีรููปร่่างเป็็นรููปสี่่�เหลี่่�ยม ในที่่�นี้้�

การกำหนดให้้เรนจ์์ของภาพ 	 	        เพื่่�อระบุุ

ว่่า I เป็็นภาพที่่�มีีความเข้้มของภาพ (Image Intensity) 

อยู่่� ใน อััตรา ส่่วนความเข้้มของภาพในโทนสีี เทา 

(Grayscale) 8 บิิท กล่่าวคืือ ภาพ I เกี่่�ยวข้้องกัับแต่่ละ

สมาชิิก 

ออยเลอร์-ลากรานจ์อย่างมีประสิทธิภาพ ซึ่งโดยทั่วไปสมการออยเลอร์-ลากรานจ์ที่ได้จากตัวแบบเชิงการแปรผันมักเป็นสมการ

เชิงอนุพันธ์ย่อยไม่เป็นเชิงเส้น  

จากภาพรวมดังกล่าวข้างต้น แนวทางงานวิจัยที่ใช้ในการศึกษาปัญหาการกำจัดสัญญาณรบกวนออกจากภาพสามารถ

แบ่งออกได้เป็น 2 แนวทางกว้าง ๆ คือ แนวทางแรกเป็นการสร้างตัวแบบทางคณิตศาสตร์ของการกำจัดสัญญาณรบกวนออกจาก

ภาพที่มีความน่าเชื่อถือและแม่นยำ [3] ส่วนแนวทางที่สองคือ การพัฒนาวิธีการเชิงตัวเลขที่มีประสิทธิภาพสูงและรวดเร็วสำหรับ

แก้สมการ [4] ดังนั้นทั้งสองแนวทางจึงเป็นสิ่งจำเป็นอย่างหลีกเลี่ยงไม่ได ้

งานวิจัยนี้ ผู้วิจัยจะทำการศึกษาตัวแบบที่พัฒนาสำหรับกำจัดสัญญาณรบกวนแบบผสมออกจากภาพ และพัฒนา

เทคนิควิธีการเชิงตัวเลขที่มีประสิทธิภาพและรวดเร็วสำหรับการแก้สมการออยเลอร์-ลากรานจ์ที่ได้จากตัวแบบการกำจัด

สัญญาณรบกวนแบบผสม ทั้งนี้เนื่องจากผลของการดิสครีตไทซ์เซชันได้นำไปสู่การแก้ระบบสมการไม่เป็นเชิงเส้นขนาดใหญ่ที่มี

จำนวนตัวไม่ทราบค่าเท่ากับจำนวนของกริดในการประมวลผลภาพดิจิตลัที่มีความละเอียดสูง จำนวนของตัวไม่ทราบค่าในระบบ

สมการจะมีมากกว่า 2 แสนตัวขึ้นไป ทำให้วิธีการทำซ้ำพื้นฐานทั่วไปสำหรับการแก้ระบบสมการไม่เป็นเชิงเส้น เช่น วิธีการ 

nonlinear Gauss-Seidel relaxation method หรือวิธ ีการแบบนิวตัน (Newton method) มีประสิทธิภาพน้อยและไม่

เหมาะสมสำหรับการนำไปใช้ในทางปฏิบัติ ด้วยเหตุผลดังกล่าว ผู้วิจัยเล็งเห็นว่า การพัฒนาวิธีการทำซ้ำที่มีประสิทธิภาพสูง

สำหรับแก้ระบบสมการไม่เป็นเชิงเส้นขนาดใหญ่ที่เกิดจากตัวแบบกำจัดสัญญาณรบกวน จึงเป็นสิ่งสำคัญสำหรับการประมวลผล

ภาพที่มีความละเอียดสูง และเนื่องจากภาพถ่ายบางประเภท เช่น ภาพถ่ายคลื่นเสียงความถี่สูงมักปรากฏสัญญาณรบกวนแบบ 

สเปกเคิล เพื่อพัฒนาตัวแบบที่เหมาะสมกับการแก้ปัญหาดังกล่าว ผู้วิจัยจึงได้ทำการพัฒนาตัวแบบเชิงการแปรผันที่ปรับปรุงขึ้น

สำหรับกำจัดสัญญาณรบกวนแบบผสมออกจากภาพถ่ายทางการแพทย์ และพัฒนาวิธีการเชิงตัวเลขสำหรับแก้ตัวแบบเชิงการ

แปรผันที่ปรับปรุงอีกด้วย 

ในการกำจัดสัญญาณรบกวนออกจากภาพโดยวิธีการเชิงการแปรผัน วิธีการนี้เริ ่มต้นจากการสร้างตัวแบบเชิง

คณิตศาสตร์สำหรับภาพถ่ายดิจิตัล ซึ่งในทางคณิตศาสตร์ ภาพเชิงสเกลาร์แบบสองมิติสามารถเขียนตัวแบบโดยพิจารณาภาพ

เป็นฟังก์ชัน  ที่ถูกนิยามบนโดเมนภาพ (Image Domain)  ที่มีรูปร่างเป็นรูปสี่เหลี่ยม ใน

ที่นี้การกำหนดให้เรนจ์ของภาพ  เพื่อระบุว่า เป็นภาพที่มีความเข้มของภาพ (Image Intensity) อยู่ใน

อัตราส่วนความเข้มของภาพในโทนสีเทา (Grayscale) 8 บิท กล่าวคือ ภาพ  เกี่ยวข้องกับแต่ละสมาชิก   ด้วยค่า

ความเข้มโทนสีเทา  ซึ่งในที่นี้ เราสามารถสมมติได้โดยไม่เสียหลักการสำคัญว่า  

และ  เมื่อ  และ  เป็นจำนวนเต็มบวก 

สัญญาณรบกวนแบบการบวกถูกพบในกระบวนการบันทึกสัญญาณภาพด้วยเครื่องมือดิจิตัล มีงานวิจัยจำนวนมากที่

ใช้ตัวแบบการสร้างภาพ (Image Formation Model) ด้วยสัญญาณรบกวนชนิดนี้ ในตัวแบบสัญญาณรบกวนแบบการบวก 

เรามีเป้าหมายเพื ่อกู ้ค ืนหรือซ่อมแซมภาพต้นฉบับ (ไม่ทราบ)   จากภาพที ่ม ีส ัญญาณรบกวน (ทราบ) 

 ซึ่งเจือปนด้วยสัญญาณรบกวนแบบการบวก ดังนี ้

            (1) 

โดยทั่วไป  แทนสัญญาณรบกวนแบบเกาส์เซียนซึ่งมีค่าเฉลี่ยศูนย์   

สัญญาณรบกวนแบบการคูณหรือสัญญาณรบกวนแบบสเปกเคิลถูกพบในภาพที่ได้จากระบบการสร้างภาพแบบ   

โคฮีเลนท์ เช่น ภาพถ่ายคลื่นเสียงความถี่สูง และภาพเลเซอร์ เป็นต้น ในตัวแบบสัญญาณรบกวนแบบการคูณ ภาพต้นฉบับถูก

เจือปนด้วยสัญญาณรบกวนแบบการคูณ    ซึ่งถูกกำหนดโดย 

              (2) 
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 ด้ว้ยค่่าความเข้ม้โทนสีีเทา 

ออยเลอร์-ลากรานจ์อย่างมีประสิทธิภาพ ซึ่งโดยทั่วไปสมการออยเลอร์-ลากรานจ์ที่ได้จากตัวแบบเชิงการแปรผันมักเป็นสมการ

เชิงอนุพันธ์ย่อยไม่เป็นเชิงเส้น  

จากภาพรวมดังกล่าวข้างต้น แนวทางงานวิจัยที่ใช้ในการศึกษาปัญหาการกำจัดสัญญาณรบกวนออกจากภาพสามารถ

แบ่งออกได้เป็น 2 แนวทางกว้าง ๆ คือ แนวทางแรกเป็นการสร้างตัวแบบทางคณิตศาสตร์ของการกำจัดสัญญาณรบกวนออกจาก

ภาพที่มีความน่าเชื่อถือและแม่นยำ [3] ส่วนแนวทางที่สองคือ การพัฒนาวิธีการเชิงตัวเลขที่มีประสิทธิภาพสูงและรวดเร็วสำหรับ

แก้สมการ [4] ดังนั้นทั้งสองแนวทางจึงเป็นสิ่งจำเป็นอย่างหลีกเลี่ยงไม่ได ้

งานวิจัยนี้ ผู้วิจัยจะทำการศึกษาตัวแบบที่พัฒนาสำหรับกำจัดสัญญาณรบกวนแบบผสมออกจากภาพ และพัฒนา

เทคนิควิธีการเชิงตัวเลขที่มีประสิทธิภาพและรวดเร็วสำหรับการแก้สมการออยเลอร์-ลากรานจ์ที่ได้จากตัวแบบการกำจัด

สัญญาณรบกวนแบบผสม ทั้งนี้เนื่องจากผลของการดิสครีตไทซ์เซชันได้นำไปสู่การแก้ระบบสมการไม่เป็นเชิงเส้นขนาดใหญ่ที่มี

จำนวนตัวไม่ทราบค่าเท่ากับจำนวนของกริดในการประมวลผลภาพดิจิตลัที่มีความละเอียดสูง จำนวนของตัวไม่ทราบค่าในระบบ

สมการจะมีมากกว่า 2 แสนตัวขึ้นไป ทำให้วิธีการทำซ้ำพื้นฐานทั่วไปสำหรับการแก้ระบบสมการไม่เป็นเชิงเส้น เช่น วิธีการ 

nonlinear Gauss-Seidel relaxation method หรือวิธ ีการแบบนิวตัน (Newton method) มีประสิทธิภาพน้อยและไม่

เหมาะสมสำหรับการนำไปใช้ในทางปฏิบัติ ด้วยเหตุผลดังกล่าว ผู้วิจัยเล็งเห็นว่า การพัฒนาวิธีการทำซ้ำที่มีประสิทธิภาพสูง

สำหรับแก้ระบบสมการไม่เป็นเชิงเส้นขนาดใหญ่ที่เกิดจากตัวแบบกำจัดสัญญาณรบกวน จึงเป็นสิ่งสำคัญสำหรับการประมวลผล

ภาพที่มีความละเอียดสูง และเนื่องจากภาพถ่ายบางประเภท เช่น ภาพถ่ายคลื่นเสียงความถี่สูงมักปรากฏสัญญาณรบกวนแบบ 

สเปกเคิล เพื่อพัฒนาตัวแบบที่เหมาะสมกับการแก้ปัญหาดังกล่าว ผู้วิจัยจึงได้ทำการพัฒนาตัวแบบเชิงการแปรผันที่ปรับปรุงขึ้น

สำหรับกำจัดสัญญาณรบกวนแบบผสมออกจากภาพถ่ายทางการแพทย์ และพัฒนาวิธีการเชิงตัวเลขสำหรับแก้ตัวแบบเชิงการ

แปรผันที่ปรับปรุงอีกด้วย 

ในการกำจัดสัญญาณรบกวนออกจากภาพโดยวิธีการเชิงการแปรผัน วิธีการนี้เริ ่มต้นจากการสร้างตัวแบบเชิง

คณิตศาสตร์สำหรับภาพถ่ายดิจิตัล ซึ่งในทางคณิตศาสตร์ ภาพเชิงสเกลาร์แบบสองมิติสามารถเขียนตัวแบบโดยพิจารณาภาพ

เป็นฟังก์ชัน  ที่ถูกนิยามบนโดเมนภาพ (Image Domain)  ที่มีรูปร่างเป็นรูปสี่เหลี่ยม ใน

ที่นี้การกำหนดให้เรนจ์ของภาพ  เพื่อระบุว่า เป็นภาพที่มีความเข้มของภาพ (Image Intensity) อยู่ใน

อัตราส่วนความเข้มของภาพในโทนสีเทา (Grayscale) 8 บิท กล่าวคือ ภาพ  เกี่ยวข้องกับแต่ละสมาชิก   ด้วยค่า

ความเข้มโทนสีเทา  ซึ่งในที่นี้ เราสามารถสมมติได้โดยไม่เสียหลักการสำคัญว่า  

และ  เมื่อ  และ  เป็นจำนวนเต็มบวก 

สัญญาณรบกวนแบบการบวกถูกพบในกระบวนการบันทึกสัญญาณภาพด้วยเครื่องมือดิจิตัล มีงานวิจัยจำนวนมากที่

ใช้ตัวแบบการสร้างภาพ (Image Formation Model) ด้วยสัญญาณรบกวนชนิดนี้ ในตัวแบบสัญญาณรบกวนแบบการบวก 

เรามีเป้าหมายเพื ่อกู ้ค ืนหรือซ่อมแซมภาพต้นฉบับ (ไม่ทราบ)   จากภาพที ่ม ีส ัญญาณรบกวน (ทราบ) 

 ซึ่งเจือปนด้วยสัญญาณรบกวนแบบการบวก ดังนี้ 

            (1) 

โดยทั่วไป  แทนสัญญาณรบกวนแบบเกาส์เซียนซึ่งมีค่าเฉลี่ยศูนย์   

สัญญาณรบกวนแบบการคูณหรือสัญญาณรบกวนแบบสเปกเคิลถูกพบในภาพที่ได้จากระบบการสร้างภาพแบบ   

โคฮีเลนท์ เช่น ภาพถ่ายคลื่นเสียงความถี่สูง และภาพเลเซอร์ เป็นต้น ในตัวแบบสัญญาณรบกวนแบบการคูณ ภาพต้นฉบับถูก

เจือปนด้วยสัญญาณรบกวนแบบการคูณ    ซึ่งถูกกำหนดโดย 

              (2) 
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ซึ่่�ง

ในที่่�นี้้� เราสามารถสมมติิได้้โดยไม่่เสีียหลัักการสำคััญว่่า 

ออยเลอร์-ลากรานจ์อย่างมีประสิทธิภาพ ซึ่งโดยทั่วไปสมการออยเลอร์-ลากรานจ์ที่ได้จากตัวแบบเชิงการแปรผันมักเป็นสมการ

เชิงอนุพันธ์ย่อยไม่เป็นเชิงเส้น  

จากภาพรวมดังกล่าวข้างต้น แนวทางงานวิจัยที่ใช้ในการศึกษาปัญหาการกำจัดสัญญาณรบกวนออกจากภาพสามารถ

แบ่งออกได้เป็น 2 แนวทางกว้าง ๆ คือ แนวทางแรกเป็นการสร้างตัวแบบทางคณิตศาสตร์ของการกำจัดสัญญาณรบกวนออกจาก

ภาพที่มีความน่าเชื่อถือและแม่นยำ [3] ส่วนแนวทางที่สองคือ การพัฒนาวิธีการเชิงตัวเลขที่มีประสิทธิภาพสูงและรวดเร็วสำหรับ

แก้สมการ [4] ดังนั้นทั้งสองแนวทางจึงเป็นสิ่งจำเป็นอย่างหลีกเลี่ยงไม่ได ้

งานวิจัยนี้ ผู้วิจัยจะทำการศึกษาตัวแบบที่พัฒนาสำหรับกำจัดสัญญาณรบกวนแบบผสมออกจากภาพ และพัฒนา

เทคนิควิธีการเชิงตัวเลขที่มีประสิทธิภาพและรวดเร็วสำหรับการแก้สมการออยเลอร์-ลากรานจ์ที่ได้จากตัวแบบการกำจัด

สัญญาณรบกวนแบบผสม ทั้งนี้เนื่องจากผลของการดิสครีตไทซ์เซชันได้นำไปสู่การแก้ระบบสมการไม่เป็นเชิงเส้นขนาดใหญ่ที่มี

จำนวนตัวไม่ทราบค่าเท่ากับจำนวนของกริดในการประมวลผลภาพดิจิตลัที่มีความละเอียดสูง จำนวนของตัวไม่ทราบค่าในระบบ

สมการจะมีมากกว่า 2 แสนตัวขึ้นไป ทำให้วิธีการทำซ้ำพื้นฐานทั่วไปสำหรับการแก้ระบบสมการไม่เป็นเชิงเส้น เช่น วิธีการ 

nonlinear Gauss-Seidel relaxation method หรือวิธ ีการแบบนิวตัน (Newton method) มีประสิทธิภาพน้อยและไม่

เหมาะสมสำหรับการนำไปใช้ในทางปฏิบัติ ด้วยเหตุผลดังกล่าว ผู้วิจัยเล็งเห็นว่า การพัฒนาวิธีการทำซ้ำที่มีประสิทธิภาพสูง

สำหรับแก้ระบบสมการไม่เป็นเชิงเส้นขนาดใหญ่ที่เกิดจากตัวแบบกำจัดสัญญาณรบกวน จึงเป็นสิ่งสำคัญสำหรับการประมวลผล

ภาพที่มีความละเอียดสูง และเนื่องจากภาพถ่ายบางประเภท เช่น ภาพถ่ายคลื่นเสียงความถี่สูงมักปรากฏสัญญาณรบกวนแบบ 

สเปกเคิล เพื่อพัฒนาตัวแบบที่เหมาะสมกับการแก้ปัญหาดังกล่าว ผู้วิจัยจึงได้ทำการพัฒนาตัวแบบเชิงการแปรผันที่ปรับปรุงขึ้น

สำหรับกำจัดสัญญาณรบกวนแบบผสมออกจากภาพถ่ายทางการแพทย์ และพัฒนาวิธีการเชิงตัวเลขสำหรับแก้ตัวแบบเชิงการ

แปรผันที่ปรับปรุงอีกด้วย 

ในการกำจัดสัญญาณรบกวนออกจากภาพโดยวิธีการเชิงการแปรผัน วิธีการนี้เริ ่มต้นจากการสร้างตัวแบบเชิง

คณิตศาสตร์สำหรับภาพถ่ายดิจิตัล ซึ่งในทางคณิตศาสตร์ ภาพเชิงสเกลาร์แบบสองมิติสามารถเขียนตัวแบบโดยพิจารณาภาพ

เป็นฟังก์ชัน  ที่ถูกนิยามบนโดเมนภาพ (Image Domain)  ที่มีรูปร่างเป็นรูปสี่เหลี่ยม ใน

ที่นี้การกำหนดให้เรนจ์ของภาพ  เพื่อระบุว่า เป็นภาพที่มีความเข้มของภาพ (Image Intensity) อยู่ใน

อัตราส่วนความเข้มของภาพในโทนสีเทา (Grayscale) 8 บิท กล่าวคือ ภาพ  เกี่ยวข้องกับแต่ละสมาชิก   ด้วยค่า

ความเข้มโทนสีเทา  ซึ่งในที่นี้ เราสามารถสมมติได้โดยไม่เสียหลักการสำคัญว่า  

และ  เมื่อ  และ  เป็นจำนวนเต็มบวก 

สัญญาณรบกวนแบบการบวกถูกพบในกระบวนการบันทึกสัญญาณภาพด้วยเครื่องมือดิจิตัล มีงานวิจัยจำนวนมากที่

ใช้ตัวแบบการสร้างภาพ (Image Formation Model) ด้วยสัญญาณรบกวนชนิดนี้ ในตัวแบบสัญญาณรบกวนแบบการบวก 

เรามีเป้าหมายเพื ่อกู ้ค ืนหรือซ่อมแซมภาพต้นฉบับ (ไม่ทราบ)   จากภาพที ่ม ีส ัญญาณรบกวน (ทราบ) 

 ซึ่งเจือปนด้วยสัญญาณรบกวนแบบการบวก ดังนี ้

            (1) 

โดยทั่วไป  แทนสัญญาณรบกวนแบบเกาส์เซียนซึ่งมีค่าเฉลี่ยศูนย์   

สัญญาณรบกวนแบบการคูณหรือสัญญาณรบกวนแบบสเปกเคิลถูกพบในภาพที่ได้จากระบบการสร้างภาพแบบ   

โคฮีเลนท์ เช่น ภาพถ่ายคลื่นเสียงความถี่สูง และภาพเลเซอร์ เป็นต้น ในตัวแบบสัญญาณรบกวนแบบการคูณ ภาพต้นฉบับถูก

เจือปนด้วยสัญญาณรบกวนแบบการคูณ    ซึ่งถูกกำหนดโดย 

              (2) 
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และ 

ออยเลอร์-ลากรานจ์อย่างมีประสิทธิภาพ ซึ่งโดยทั่วไปสมการออยเลอร์-ลากรานจ์ที่ได้จากตัวแบบเชิงการแปรผันมักเป็นสมการ

เชิงอนุพันธ์ย่อยไม่เป็นเชิงเส้น  

จากภาพรวมดังกล่าวข้างต้น แนวทางงานวิจัยที่ใช้ในการศึกษาปัญหาการกำจัดสัญญาณรบกวนออกจากภาพสามารถ

แบ่งออกได้เป็น 2 แนวทางกว้าง ๆ คือ แนวทางแรกเป็นการสร้างตัวแบบทางคณิตศาสตร์ของการกำจัดสัญญาณรบกวนออกจาก

ภาพที่มีความน่าเชื่อถือและแม่นยำ [3] ส่วนแนวทางที่สองคือ การพัฒนาวิธีการเชิงตัวเลขที่มีประสิทธิภาพสูงและรวดเร็วสำหรับ

แก้สมการ [4] ดังนั้นทั้งสองแนวทางจึงเป็นสิ่งจำเป็นอย่างหลีกเลี่ยงไม่ได ้

งานวิจัยนี้ ผู้วิจัยจะทำการศึกษาตัวแบบที่พัฒนาสำหรับกำจัดสัญญาณรบกวนแบบผสมออกจากภาพ และพัฒนา

เทคนิควิธีการเชิงตัวเลขที่มีประสิทธิภาพและรวดเร็วสำหรับการแก้สมการออยเลอร์-ลากรานจ์ที่ได้จากตัวแบบการกำจัด

สัญญาณรบกวนแบบผสม ทั้งนี้เนื่องจากผลของการดิสครีตไทซ์เซชันได้นำไปสู่การแก้ระบบสมการไม่เป็นเชิงเส้นขนาดใหญ่ที่มี

จำนวนตัวไม่ทราบค่าเท่ากับจำนวนของกริดในการประมวลผลภาพดิจิตลัที่มีความละเอียดสูง จำนวนของตัวไม่ทราบค่าในระบบ

สมการจะมีมากกว่า 2 แสนตัวขึ้นไป ทำให้วิธีการทำซ้ำพื้นฐานทั่วไปสำหรับการแก้ระบบสมการไม่เป็นเชิงเส้น เช่น วิธีการ 

nonlinear Gauss-Seidel relaxation method หรือวิธ ีการแบบนิวตัน (Newton method) มีประสิทธิภาพน้อยและไม่

เหมาะสมสำหรับการนำไปใช้ในทางปฏิบัติ ด้วยเหตุผลดังกล่าว ผู้วิจัยเล็งเห็นว่า การพัฒนาวิธีการทำซ้ำที่มีประสิทธิภาพสูง

สำหรับแก้ระบบสมการไม่เป็นเชิงเส้นขนาดใหญ่ที่เกิดจากตัวแบบกำจัดสัญญาณรบกวน จึงเป็นสิ่งสำคัญสำหรับการประมวลผล

ภาพที่มีความละเอียดสูง และเนื่องจากภาพถ่ายบางประเภท เช่น ภาพถ่ายคลื่นเสียงความถี่สูงมักปรากฏสัญญาณรบกวนแบบ 

สเปกเคิล เพื่อพัฒนาตัวแบบที่เหมาะสมกับการแก้ปัญหาดังกล่าว ผู้วิจัยจึงได้ทำการพัฒนาตัวแบบเชิงการแปรผันที่ปรับปรุงขึ้น

สำหรับกำจัดสัญญาณรบกวนแบบผสมออกจากภาพถ่ายทางการแพทย์ และพัฒนาวิธีการเชิงตัวเลขสำหรับแก้ตัวแบบเชิงการ

แปรผันที่ปรับปรุงอีกด้วย 

ในการกำจัดสัญญาณรบกวนออกจากภาพโดยวิธีการเชิงการแปรผัน วิธีการนี้เริ ่มต้นจากการสร้างตัวแบบเชิง

คณิตศาสตร์สำหรับภาพถ่ายดิจิตัล ซึ่งในทางคณิตศาสตร์ ภาพเชิงสเกลาร์แบบสองมิติสามารถเขียนตัวแบบโดยพิจารณาภาพ

เป็นฟังก์ชัน  ที่ถูกนิยามบนโดเมนภาพ (Image Domain)  ที่มีรูปร่างเป็นรูปสี่เหลี่ยม ใน

ที่นี้การกำหนดให้เรนจ์ของภาพ  เพื่อระบุว่า เป็นภาพที่มีความเข้มของภาพ (Image Intensity) อยู่ใน

อัตราส่วนความเข้มของภาพในโทนสีเทา (Grayscale) 8 บิท กล่าวคือ ภาพ  เกี่ยวข้องกับแต่ละสมาชิก   ด้วยค่า

ความเข้มโทนสีเทา  ซึ่งในที่นี้ เราสามารถสมมติได้โดยไม่เสียหลักการสำคัญว่า  

และ  เมื่อ  และ  เป็นจำนวนเต็มบวก 

สัญญาณรบกวนแบบการบวกถูกพบในกระบวนการบันทึกสัญญาณภาพด้วยเครื่องมือดิจิตัล มีงานวิจัยจำนวนมากที่

ใช้ตัวแบบการสร้างภาพ (Image Formation Model) ด้วยสัญญาณรบกวนชนิดนี้ ในตัวแบบสัญญาณรบกวนแบบการบวก 

เรามีเป้าหมายเพื ่อกู ้ค ืนหรือซ่อมแซมภาพต้นฉบับ (ไม่ทราบ)   จากภาพที ่ม ีส ัญญาณรบกวน (ทราบ) 

 ซึ่งเจือปนด้วยสัญญาณรบกวนแบบการบวก ดังนี้ 

            (1) 

โดยทั่วไป  แทนสัญญาณรบกวนแบบเกาส์เซียนซึ่งมีค่าเฉลี่ยศูนย์   

สัญญาณรบกวนแบบการคูณหรือสัญญาณรบกวนแบบสเปกเคิลถูกพบในภาพที่ได้จากระบบการสร้างภาพแบบ   

โคฮีเลนท์ เช่น ภาพถ่ายคลื่นเสียงความถี่สูง และภาพเลเซอร์ เป็นต้น ในตัวแบบสัญญาณรบกวนแบบการคูณ ภาพต้นฉบับถูก

เจือปนด้วยสัญญาณรบกวนแบบการคูณ    ซึ่งถูกกำหนดโดย 

              (2) 
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 เมื่่�อ M 

และ N เป็็นจำนวนเต็็มบวก

สััญญาณรบกวนแบบการบวก ถููกพบใน

กระบวนการบัันทึึกสััญญาณภาพด้้วยเครื่่�องมืือดิิจิิตััล มี ี

งานวิิจััยจำนวนมากที่่�ใช้้ตััวแบบการสร้้างภาพ (Image 

Formation Model) ด้ ้วยสััญญาณรบกวนชนิิดนี้้�  ใน

ตัวัแบบสัญัญาณรบกวนแบบการบวก เรามีีเป้า้หมายเพื่่�อ

กู้้�คืืนหรืือซ่่อมแซมภาพต้้นฉบัับ (ไม่่ทราบ) 

ออยเลอร์-ลากรานจ์อย่างมีประสิทธิภาพ ซึ่งโดยทั่วไปสมการออยเลอร์-ลากรานจ์ที่ได้จากตัวแบบเชิงการแปรผันมักเป็นสมการ

เชิงอนุพันธ์ย่อยไม่เป็นเชิงเส้น  

จากภาพรวมดังกล่าวข้างต้น แนวทางงานวิจัยที่ใช้ในการศึกษาปัญหาการกำจัดสัญญาณรบกวนออกจากภาพสามารถ

แบ่งออกได้เป็น 2 แนวทางกว้าง ๆ คือ แนวทางแรกเป็นการสร้างตัวแบบทางคณิตศาสตร์ของการกำจัดสัญญาณรบกวนออกจาก

ภาพที่มีความน่าเชื่อถือและแม่นยำ [3] ส่วนแนวทางที่สองคือ การพัฒนาวิธีการเชิงตัวเลขที่มีประสิทธิภาพสูงและรวดเร็วสำหรับ

แก้สมการ [4] ดังนั้นทั้งสองแนวทางจึงเป็นสิ่งจำเป็นอย่างหลีกเลี่ยงไม่ได ้

งานวิจัยนี้ ผู้วิจัยจะทำการศึกษาตัวแบบที่พัฒนาสำหรับกำจัดสัญญาณรบกวนแบบผสมออกจากภาพ และพัฒนา

เทคนิควิธีการเชิงตัวเลขที่มีประสิทธิภาพและรวดเร็วสำหรับการแก้สมการออยเลอร์-ลากรานจ์ที่ได้จากตัวแบบการกำจัด

สัญญาณรบกวนแบบผสม ทั้งนี้เนื่องจากผลของการดิสครีตไทซ์เซชันได้นำไปสู่การแก้ระบบสมการไม่เป็นเชิงเส้นขนาดใหญ่ที่มี

จำนวนตัวไม่ทราบค่าเท่ากับจำนวนของกริดในการประมวลผลภาพดิจิตลัที่มีความละเอียดสูง จำนวนของตัวไม่ทราบค่าในระบบ

สมการจะมีมากกว่า 2 แสนตัวขึ้นไป ทำให้วิธีการทำซ้ำพื้นฐานทั่วไปสำหรับการแก้ระบบสมการไม่เป็นเชิงเส้น เช่น วิธีการ 

nonlinear Gauss-Seidel relaxation method หรือวิธ ีการแบบนิวตัน (Newton method) มีประสิทธิภาพน้อยและไม่

เหมาะสมสำหรับการนำไปใช้ในทางปฏิบัติ ด้วยเหตุผลดังกล่าว ผู้วิจัยเล็งเห็นว่า การพัฒนาวิธีการทำซ้ำที่มีประสิทธิภาพสูง

สำหรับแก้ระบบสมการไม่เป็นเชิงเส้นขนาดใหญ่ที่เกิดจากตัวแบบกำจัดสัญญาณรบกวน จึงเป็นสิ่งสำคัญสำหรับการประมวลผล

ภาพที่มีความละเอียดสูง และเนื่องจากภาพถ่ายบางประเภท เช่น ภาพถ่ายคลื่นเสียงความถี่สูงมักปรากฏสัญญาณรบกวนแบบ 

สเปกเคิล เพื่อพัฒนาตัวแบบที่เหมาะสมกับการแก้ปัญหาดังกล่าว ผู้วิจัยจึงได้ทำการพัฒนาตัวแบบเชิงการแปรผันที่ปรับปรุงขึ้น

สำหรับกำจัดสัญญาณรบกวนแบบผสมออกจากภาพถ่ายทางการแพทย์ และพัฒนาวิธีการเชิงตัวเลขสำหรับแก้ตัวแบบเชิงการ

แปรผันที่ปรับปรุงอีกด้วย 

ในการกำจัดสัญญาณรบกวนออกจากภาพโดยวิธีการเชิงการแปรผัน วิธีการนี้เริ ่มต้นจากการสร้างตัวแบบเชิง

คณิตศาสตร์สำหรับภาพถ่ายดิจิตัล ซึ่งในทางคณิตศาสตร์ ภาพเชิงสเกลาร์แบบสองมิติสามารถเขียนตัวแบบโดยพิจารณาภาพ

เป็นฟังก์ชัน  ที่ถูกนิยามบนโดเมนภาพ (Image Domain)  ที่มีรูปร่างเป็นรูปสี่เหลี่ยม ใน

ที่นี้การกำหนดให้เรนจ์ของภาพ  เพื่อระบุว่า เป็นภาพที่มีความเข้มของภาพ (Image Intensity) อยู่ใน

อัตราส่วนความเข้มของภาพในโทนสีเทา (Grayscale) 8 บิท กล่าวคือ ภาพ  เกี่ยวข้องกับแต่ละสมาชิก   ด้วยค่า

ความเข้มโทนสีเทา  ซึ่งในที่นี้ เราสามารถสมมติได้โดยไม่เสียหลักการสำคัญว่า  

และ  เมื่อ  และ  เป็นจำนวนเต็มบวก 

สัญญาณรบกวนแบบการบวกถูกพบในกระบวนการบันทึกสัญญาณภาพด้วยเครื่องมือดิจิตัล มีงานวิจัยจำนวนมากที่

ใช้ตัวแบบการสร้างภาพ (Image Formation Model) ด้วยสัญญาณรบกวนชนิดนี้ ในตัวแบบสัญญาณรบกวนแบบการบวก 

เรามีเป้าหมายเพื ่อกู ้ค ืนหรือซ่อมแซมภาพต้นฉบับ (ไม่ทราบ)   จากภาพที ่ม ีส ัญญาณรบกวน (ทราบ) 

 ซึ่งเจือปนด้วยสัญญาณรบกวนแบบการบวก ดังนี้ 

            (1) 

โดยทั่วไป  แทนสัญญาณรบกวนแบบเกาส์เซียนซึ่งมีค่าเฉลี่ยศูนย์   

สัญญาณรบกวนแบบการคูณหรือสัญญาณรบกวนแบบสเปกเคิลถูกพบในภาพที่ได้จากระบบการสร้างภาพแบบ   

โคฮีเลนท์ เช่น ภาพถ่ายคลื่นเสียงความถี่สูง และภาพเลเซอร์ เป็นต้น ในตัวแบบสัญญาณรบกวนแบบการคูณ ภาพต้นฉบับถูก

เจือปนด้วยสัญญาณรบกวนแบบการคูณ    ซึ่งถูกกำหนดโดย 

              (2) 
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จากภาพที่่�มีีสััญญาณรบกวน (ทราบ) 

ออยเลอร์-ลากรานจ์อย่างมีประสิทธิภาพ ซึ่งโดยทั่วไปสมการออยเลอร์-ลากรานจ์ที่ได้จากตัวแบบเชิงการแปรผันมักเป็นสมการ

เชิงอนุพันธ์ย่อยไม่เป็นเชิงเส้น  

จากภาพรวมดังกล่าวข้างต้น แนวทางงานวิจัยที่ใช้ในการศึกษาปัญหาการกำจัดสัญญาณรบกวนออกจากภาพสามารถ

แบ่งออกได้เป็น 2 แนวทางกว้าง ๆ คือ แนวทางแรกเป็นการสร้างตัวแบบทางคณิตศาสตร์ของการกำจัดสัญญาณรบกวนออกจาก

ภาพที่มีความน่าเชื่อถือและแม่นยำ [3] ส่วนแนวทางที่สองคือ การพัฒนาวิธีการเชิงตัวเลขที่มีประสิทธิภาพสูงและรวดเร็วสำหรับ

แก้สมการ [4] ดังนั้นทั้งสองแนวทางจึงเป็นสิ่งจำเป็นอย่างหลีกเลี่ยงไม่ได ้

งานวิจัยนี้ ผู้วิจัยจะทำการศึกษาตัวแบบที่พัฒนาสำหรับกำจัดสัญญาณรบกวนแบบผสมออกจากภาพ และพัฒนา

เทคนิควิธีการเชิงตัวเลขที่มีประสิทธิภาพและรวดเร็วสำหรับการแก้สมการออยเลอร์-ลากรานจ์ที่ได้จากตัวแบบการกำจัด

สัญญาณรบกวนแบบผสม ทั้งนี้เนื่องจากผลของการดิสครีตไทซ์เซชันได้นำไปสู่การแก้ระบบสมการไม่เป็นเชิงเส้นขนาดใหญ่ที่มี

จำนวนตัวไม่ทราบค่าเท่ากับจำนวนของกริดในการประมวลผลภาพดิจิตลัที่มีความละเอียดสูง จำนวนของตัวไม่ทราบค่าในระบบ

สมการจะมีมากกว่า 2 แสนตัวขึ้นไป ทำให้วิธีการทำซ้ำพื้นฐานทั่วไปสำหรับการแก้ระบบสมการไม่เป็นเชิงเส้น เช่น วิธีการ 

nonlinear Gauss-Seidel relaxation method หรือวิธ ีการแบบนิวตัน (Newton method) มีประสิทธิภาพน้อยและไม่

เหมาะสมสำหรับการนำไปใช้ในทางปฏิบัติ ด้วยเหตุผลดังกล่าว ผู้วิจัยเล็งเห็นว่า การพัฒนาวิธีการทำซ้ำที่มีประสิทธิภาพสูง

สำหรับแก้ระบบสมการไม่เป็นเชิงเส้นขนาดใหญ่ที่เกิดจากตัวแบบกำจัดสัญญาณรบกวน จึงเป็นสิ่งสำคัญสำหรับการประมวลผล

ภาพที่มีความละเอียดสูง และเนื่องจากภาพถ่ายบางประเภท เช่น ภาพถ่ายคลื่นเสียงความถี่สูงมักปรากฏสัญญาณรบกวนแบบ 

สเปกเคิล เพื่อพัฒนาตัวแบบที่เหมาะสมกับการแก้ปัญหาดังกล่าว ผู้วิจัยจึงได้ทำการพัฒนาตัวแบบเชิงการแปรผันที่ปรับปรุงขึ้น

สำหรับกำจัดสัญญาณรบกวนแบบผสมออกจากภาพถ่ายทางการแพทย์ และพัฒนาวิธีการเชิงตัวเลขสำหรับแก้ตัวแบบเชิงการ

แปรผันที่ปรับปรุงอีกด้วย 

ในการกำจัดสัญญาณรบกวนออกจากภาพโดยวิธีการเชิงการแปรผัน วิธีการนี้เริ ่มต้นจากการสร้างตัวแบบเชิง

คณิตศาสตร์สำหรับภาพถ่ายดิจิตัล ซึ่งในทางคณิตศาสตร์ ภาพเชิงสเกลาร์แบบสองมิติสามารถเขียนตัวแบบโดยพิจารณาภาพ

เป็นฟังก์ชัน  ที่ถูกนิยามบนโดเมนภาพ (Image Domain)  ที่มีรูปร่างเป็นรูปสี่เหลี่ยม ใน

ที่นี้การกำหนดให้เรนจ์ของภาพ  เพื่อระบุว่า เป็นภาพที่มีความเข้มของภาพ (Image Intensity) อยู่ใน

อัตราส่วนความเข้มของภาพในโทนสีเทา (Grayscale) 8 บิท กล่าวคือ ภาพ  เกี่ยวข้องกับแต่ละสมาชิก   ด้วยค่า

ความเข้มโทนสีเทา  ซึ่งในที่นี้ เราสามารถสมมติได้โดยไม่เสียหลักการสำคัญว่า  

และ  เมื่อ  และ  เป็นจำนวนเต็มบวก 

สัญญาณรบกวนแบบการบวกถูกพบในกระบวนการบันทึกสัญญาณภาพด้วยเครื่องมือดิจิตัล มีงานวิจัยจำนวนมากที่

ใช้ตัวแบบการสร้างภาพ (Image Formation Model) ด้วยสัญญาณรบกวนชนิดนี้ ในตัวแบบสัญญาณรบกวนแบบการบวก 

เรามีเป้าหมายเพื ่อกู ้ค ืนหรือซ่อมแซมภาพต้นฉบับ (ไม่ทราบ)   จากภาพที ่ม ีส ัญญาณรบกวน (ทราบ) 

 ซึ่งเจือปนด้วยสัญญาณรบกวนแบบการบวก ดังนี้ 

            (1) 

โดยทั่วไป  แทนสัญญาณรบกวนแบบเกาส์เซียนซึ่งมีค่าเฉลี่ยศูนย์   

สัญญาณรบกวนแบบการคูณหรือสัญญาณรบกวนแบบสเปกเคิลถูกพบในภาพที่ได้จากระบบการสร้างภาพแบบ   

โคฮีเลนท์ เช่น ภาพถ่ายคลื่นเสียงความถี่สูง และภาพเลเซอร์ เป็นต้น ในตัวแบบสัญญาณรบกวนแบบการคูณ ภาพต้นฉบับถูก

เจือปนด้วยสัญญาณรบกวนแบบการคูณ    ซึ่งถูกกำหนดโดย 

              (2) 
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 ซึ่่� ง

เจืือปนด้้วยสััญญาณรบกวนแบบการบวก ดัังนี้้�

	   	  

ออยเลอร์-ลากรานจ์อย่างมีประสิทธิภาพ ซึ่งโดยทั่วไปสมการออยเลอร์-ลากรานจ์ที่ได้จากตัวแบบเชิงการแปรผันมักเป็นสมการ

เชิงอนุพันธ์ย่อยไม่เป็นเชิงเส้น  

จากภาพรวมดังกล่าวข้างต้น แนวทางงานวิจัยที่ใช้ในการศึกษาปัญหาการกำจัดสัญญาณรบกวนออกจากภาพสามารถ

แบ่งออกได้เป็น 2 แนวทางกว้าง ๆ คือ แนวทางแรกเป็นการสร้างตัวแบบทางคณิตศาสตร์ของการกำจัดสัญญาณรบกวนออกจาก

ภาพที่มีความน่าเชื่อถือและแม่นยำ [3] ส่วนแนวทางที่สองคือ การพัฒนาวิธีการเชิงตัวเลขที่มีประสิทธิภาพสูงและรวดเร็วสำหรับ

แก้สมการ [4] ดังนั้นทั้งสองแนวทางจึงเป็นสิ่งจำเป็นอย่างหลีกเลี่ยงไม่ได ้

งานวิจัยนี้ ผู้วิจัยจะทำการศึกษาตัวแบบที่พัฒนาสำหรับกำจัดสัญญาณรบกวนแบบผสมออกจากภาพ และพัฒนา

เทคนิควิธีการเชิงตัวเลขที่มีประสิทธิภาพและรวดเร็วสำหรับการแก้สมการออยเลอร์-ลากรานจ์ที่ได้จากตัวแบบการกำจัด

สัญญาณรบกวนแบบผสม ทั้งนี้เนื่องจากผลของการดิสครีตไทซ์เซชันได้นำไปสู่การแก้ระบบสมการไม่เป็นเชิงเส้นขนาดใหญ่ที่มี

จำนวนตัวไม่ทราบค่าเท่ากับจำนวนของกริดในการประมวลผลภาพดิจิตลัที่มีความละเอียดสูง จำนวนของตัวไม่ทราบค่าในระบบ

สมการจะมีมากกว่า 2 แสนตัวขึ้นไป ทำให้วิธีการทำซ้ำพื้นฐานทั่วไปสำหรับการแก้ระบบสมการไม่เป็นเชิงเส้น เช่น วิธีการ 

nonlinear Gauss-Seidel relaxation method หรือวิธ ีการแบบนิวตัน (Newton method) มีประสิทธิภาพน้อยและไม่

เหมาะสมสำหรับการนำไปใช้ในทางปฏิบัติ ด้วยเหตุผลดังกล่าว ผู้วิจัยเล็งเห็นว่า การพัฒนาวิธีการทำซ้ำที่มีประสิทธิภาพสูง

สำหรับแก้ระบบสมการไม่เป็นเชิงเส้นขนาดใหญ่ที่เกิดจากตัวแบบกำจัดสัญญาณรบกวน จึงเป็นสิ่งสำคัญสำหรับการประมวลผล

ภาพที่มีความละเอียดสูง และเนื่องจากภาพถ่ายบางประเภท เช่น ภาพถ่ายคลื่นเสียงความถี่สูงมักปรากฏสัญญาณรบกวนแบบ 

สเปกเคิล เพื่อพัฒนาตัวแบบที่เหมาะสมกับการแก้ปัญหาดังกล่าว ผู้วิจัยจึงได้ทำการพัฒนาตัวแบบเชิงการแปรผันที่ปรับปรุงขึ้น

สำหรับกำจัดสัญญาณรบกวนแบบผสมออกจากภาพถ่ายทางการแพทย์ และพัฒนาวิธีการเชิงตัวเลขสำหรับแก้ตัวแบบเชิงการ

แปรผันที่ปรับปรุงอีกด้วย 

ในการกำจัดสัญญาณรบกวนออกจากภาพโดยวิธีการเชิงการแปรผัน วิธีการนี้เริ ่มต้นจากการสร้างตัวแบบเชิง

คณิตศาสตร์สำหรับภาพถ่ายดิจิตัล ซึ่งในทางคณิตศาสตร์ ภาพเชิงสเกลาร์แบบสองมิติสามารถเขียนตัวแบบโดยพิจารณาภาพ

เป็นฟังก์ชัน  ที่ถูกนิยามบนโดเมนภาพ (Image Domain)  ที่มีรูปร่างเป็นรูปสี่เหลี่ยม ใน

ที่นี้การกำหนดให้เรนจ์ของภาพ  เพื่อระบุว่า เป็นภาพที่มีความเข้มของภาพ (Image Intensity) อยู่ใน

อัตราส่วนความเข้มของภาพในโทนสีเทา (Grayscale) 8 บิท กล่าวคือ ภาพ  เกี่ยวข้องกับแต่ละสมาชิก   ด้วยค่า

ความเข้มโทนสีเทา  ซึ่งในที่นี้ เราสามารถสมมติได้โดยไม่เสียหลักการสำคัญว่า  

และ  เมื่อ  และ  เป็นจำนวนเต็มบวก 

สัญญาณรบกวนแบบการบวกถูกพบในกระบวนการบันทึกสัญญาณภาพด้วยเครื่องมือดิจิตัล มีงานวิจัยจำนวนมากที่

ใช้ตัวแบบการสร้างภาพ (Image Formation Model) ด้วยสัญญาณรบกวนชนิดนี้ ในตัวแบบสัญญาณรบกวนแบบการบวก 

เรามีเป้าหมายเพื ่อกู ้ค ืนหรือซ่อมแซมภาพต้นฉบับ (ไม่ทราบ)   จากภาพที ่ม ีส ัญญาณรบกวน (ทราบ) 

 ซึ่งเจือปนด้วยสัญญาณรบกวนแบบการบวก ดังนี้ 

            (1) 

โดยทั่วไป  แทนสัญญาณรบกวนแบบเกาส์เซียนซึ่งมีค่าเฉลี่ยศูนย์   

สัญญาณรบกวนแบบการคูณหรือสัญญาณรบกวนแบบสเปกเคิลถูกพบในภาพที่ได้จากระบบการสร้างภาพแบบ   

โคฮีเลนท์ เช่น ภาพถ่ายคลื่นเสียงความถี่สูง และภาพเลเซอร์ เป็นต้น ในตัวแบบสัญญาณรบกวนแบบการคูณ ภาพต้นฉบับถูก

เจือปนด้วยสัญญาณรบกวนแบบการคูณ    ซึ่งถูกกำหนดโดย 

              (2) 
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โดยทั่่�วไป η แทนสััญญาณรบกวนแบบเกาส์์เซีียนซึ่่�ง

มีีค่่าเฉลี่่�ยศููนย์์ [1, 4, 5]

สััญญาณรบกวนแบบการคููณหรืือสััญญาณ

รบกวนแบบสเปกเคิิลถููกพบในภาพที่่�ได้้จากระบบการ

สร้้างภาพแบบโคฮีีเลนท์์ เช่่น ภาพถ่่ายคลื่่�นเสีียงความถี่่�

สููง และภาพเลเซอร์์ เป็็นต้้น ในตััวแบบสััญญาณรบกวน

แบบการคูณู ภาพต้น้ฉบับัถูกูเจือืปนด้ว้ยสัญัญาณรบกวน

แบบการคููณ η ซึ่่�งถููกกำหนดโดย

		

ออยเลอร์-ลากรานจ์อย่างมีประสิทธิภาพ ซึ่งโดยทั่วไปสมการออยเลอร์-ลากรานจ์ที่ได้จากตัวแบบเชิงการแปรผันมักเป็นสมการ

เชิงอนุพันธ์ย่อยไม่เป็นเชิงเส้น  

จากภาพรวมดังกล่าวข้างต้น แนวทางงานวิจัยที่ใช้ในการศึกษาปัญหาการกำจัดสัญญาณรบกวนออกจากภาพสามารถ

แบ่งออกได้เป็น 2 แนวทางกว้าง ๆ คือ แนวทางแรกเป็นการสร้างตัวแบบทางคณิตศาสตร์ของการกำจัดสัญญาณรบกวนออกจาก

ภาพที่มีความน่าเชื่อถือและแม่นยำ [3] ส่วนแนวทางที่สองคือ การพัฒนาวิธีการเชิงตัวเลขที่มีประสิทธิภาพสูงและรวดเร็วสำหรับ

แก้สมการ [4] ดังนั้นทั้งสองแนวทางจึงเป็นสิ่งจำเป็นอย่างหลีกเลี่ยงไม่ได ้

งานวิจัยนี้ ผู้วิจัยจะทำการศึกษาตัวแบบที่พัฒนาสำหรับกำจัดสัญญาณรบกวนแบบผสมออกจากภาพ และพัฒนา

เทคนิควิธีการเชิงตัวเลขที่มีประสิทธิภาพและรวดเร็วสำหรับการแก้สมการออยเลอร์-ลากรานจ์ที่ได้จากตัวแบบการกำจัด

สัญญาณรบกวนแบบผสม ทั้งนี้เนื่องจากผลของการดิสครีตไทซ์เซชันได้นำไปสู่การแก้ระบบสมการไม่เป็นเชิงเส้นขนาดใหญ่ที่มี

จำนวนตัวไม่ทราบค่าเท่ากับจำนวนของกริดในการประมวลผลภาพดิจิตลัที่มีความละเอียดสูง จำนวนของตัวไม่ทราบค่าในระบบ

สมการจะมีมากกว่า 2 แสนตัวขึ้นไป ทำให้วิธีการทำซ้ำพื้นฐานทั่วไปสำหรับการแก้ระบบสมการไม่เป็นเชิงเส้น เช่น วิธีการ 

nonlinear Gauss-Seidel relaxation method หรือวิธ ีการแบบนิวตัน (Newton method) มีประสิทธิภาพน้อยและไม่

เหมาะสมสำหรับการนำไปใช้ในทางปฏิบัติ ด้วยเหตุผลดังกล่าว ผู้วิจัยเล็งเห็นว่า การพัฒนาวิธีการทำซ้ำที่มีประสิทธิภาพสูง

สำหรับแก้ระบบสมการไม่เป็นเชิงเส้นขนาดใหญ่ที่เกิดจากตัวแบบกำจัดสัญญาณรบกวน จึงเป็นสิ่งสำคัญสำหรับการประมวลผล

ภาพที่มีความละเอียดสูง และเนื่องจากภาพถ่ายบางประเภท เช่น ภาพถ่ายคลื่นเสียงความถี่สูงมักปรากฏสัญญาณรบกวนแบบ 

สเปกเคิล เพื่อพัฒนาตัวแบบที่เหมาะสมกับการแก้ปัญหาดังกล่าว ผู้วิจัยจึงได้ทำการพัฒนาตัวแบบเชิงการแปรผันที่ปรับปรุงขึ้น

สำหรับกำจัดสัญญาณรบกวนแบบผสมออกจากภาพถ่ายทางการแพทย์ และพัฒนาวิธีการเชิงตัวเลขสำหรับแก้ตัวแบบเชิงการ

แปรผันที่ปรับปรุงอีกด้วย 

ในการกำจัดสัญญาณรบกวนออกจากภาพโดยวิธีการเชิงการแปรผัน วิธีการนี้เริ ่มต้นจากการสร้างตัวแบบเชิง

คณิตศาสตร์สำหรับภาพถ่ายดิจิตัล ซึ่งในทางคณิตศาสตร์ ภาพเชิงสเกลาร์แบบสองมิติสามารถเขียนตัวแบบโดยพิจารณาภาพ

เป็นฟังก์ชัน  ที่ถูกนิยามบนโดเมนภาพ (Image Domain)  ที่มีรูปร่างเป็นรูปสี่เหลี่ยม ใน

ที่นี้การกำหนดให้เรนจ์ของภาพ  เพื่อระบุว่า เป็นภาพที่มีความเข้มของภาพ (Image Intensity) อยู่ใน

อัตราส่วนความเข้มของภาพในโทนสีเทา (Grayscale) 8 บิท กล่าวคือ ภาพ  เกี่ยวข้องกับแต่ละสมาชิก   ด้วยค่า

ความเข้มโทนสีเทา  ซึ่งในที่นี้ เราสามารถสมมติได้โดยไม่เสียหลักการสำคัญว่า  

และ  เมื่อ  และ  เป็นจำนวนเต็มบวก 

สัญญาณรบกวนแบบการบวกถูกพบในกระบวนการบันทึกสัญญาณภาพด้วยเครื่องมือดิจิตัล มีงานวิจัยจำนวนมากที่

ใช้ตัวแบบการสร้างภาพ (Image Formation Model) ด้วยสัญญาณรบกวนชนิดนี้ ในตัวแบบสัญญาณรบกวนแบบการบวก 

เรามีเป้าหมายเพื ่อกู ้ค ืนหรือซ่อมแซมภาพต้นฉบับ (ไม่ทราบ)   จากภาพที ่ม ีส ัญญาณรบกวน (ทราบ) 

 ซึ่งเจือปนด้วยสัญญาณรบกวนแบบการบวก ดังนี้ 

            (1) 

โดยทั่วไป  แทนสัญญาณรบกวนแบบเกาส์เซียนซึ่งมีค่าเฉลี่ยศูนย์   

สัญญาณรบกวนแบบการคูณหรือสัญญาณรบกวนแบบสเปกเคิลถูกพบในภาพที่ได้จากระบบการสร้างภาพแบบ   

โคฮีเลนท์ เช่น ภาพถ่ายคลื่นเสียงความถี่สูง และภาพเลเซอร์ เป็นต้น ในตัวแบบสัญญาณรบกวนแบบการคูณ ภาพต้นฉบับถูก

เจือปนด้วยสัญญาณรบกวนแบบการคูณ    ซึ่งถูกกำหนดโดย 
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เราสามารถสมมติิได้้โดยไม่่เสีียหลัักการสํําคััญว่่า   
เราสามารถสมมติได้โดยไม่เสียหลักการสําคัญว่า  ในการกำจัดสัญญาณรบกวนชนิดนี้ออกจากภาพทำได้ค่อนข้าง

ยากกว่าการกําจัดสัญญาณรบกวนแบบการบวก ทั้งนี้เนื่องจากการคูณระหว่างสัญญาณรบกวนและภาพต้นฉบับส่งผลให้มี

ความถี่สูง รวมทั้งการแจกแจงของสัญญาณรบกวนชนิดนี้ไม่เป็นแบบเกาส์เซียน โดยทั่วไป การแจกแจงของสัญญาณรบกวน

ชนิดนี้เป็นการแจกแจงแบบแกมม่า (Gamma) หรือแบบเรย์ลี (Rayleigh) สำหรับการศึกษาเกี่ยวกับการกำจัดสัญญาณรบกวน

แบบการบวกและการคูณเพียงอย่างเดียวที่ได้รับความนิยมถูกคิดค้นโดยคณะวิจัยของ Rudin [3] และคณะวิจัยของ Jin Yang 

[5] ตามลำดับ 

ในงานวิจัยของ Hirakawa และ Park [1] และคณะวิจัยของ Lukin [2] ได้ยืนยันข้อเท็จจริงว่า ตัวแบบสัญญาณ

รบกวนแบบการบวกหรือแบบการคูณแบบใดแบบหนึ่งนั้นไม่เป็นจริงเสมอไป และผลการวิจัยชี้ให้เห็นว่าส่วนประกอบของ

สัญญาณรบกวนแบบการบวกไม่สามารถตัดทิ้งได้ ซึ่งตัวแบบการสร้างภาพที่เหมาะสมสำหรับปัญหาดังกล่าวสามารถเขียนได้

เป็น 

     (3) 

โดยที่  และ แทนค่าคงที่  และ  แทนส่วนประกอบของสัญญาณรบกวนแบบการบวกและแบบการคูณตามลำดับ 

 Rudin Osher และ Fatemi [3] เป็นนักวิจัยกลุ่มแรกที่นำเสนอตัวแบบในการกำจัดสัญญาณแบบการบวก ซึ่งเป็น 

ตัวแบบที่มีชื่อเสียงในการให้ผลลัพธ์ที่มีความคมชัดดี โดยตัวแบบ ROF กำหนดดังนี้ 

    (4) 

เมื่อ  แทนเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวม  แทนพจน์วัด

ความผิดปกติของข้อมูล แต่เนื่องจากเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวมทำให้เกิดปรากฏการณ์ขั้นบันได คือ แปลงสัญญาณ

ที่เรียบให้เป็นขั้นบันได  

เพื่อแก้ปัญหานี้ You และ Kaveh [6] ได้นำเสนอเร็กกิวลาร์ไรซ์เซชันแบบลาปลาซ 

 

เมื่อ  แทนการดําเนินการลาปลาซ และนำเสนอตัวแบบ TL ดังนี้ 

    (5) 

และนอกจากนี้ยังมีคณะวิจัยของ Zheng [7] คณะวิจัยของ Wang [8] และคณะวิจัยของ Chan [9] ได้นำเสนอเร็กกิวลาร์ไรซ์- 

เซชันแบบการแปรผันรวมแบบลาปลาซ ที่ได้รวมเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวมกับเร็กกิวลาร์ไรซ์เซชันแบบลาปลาซเข้า

ด้วยกัน เพื่อใช้ข้อดีของเร็กกิวลาร์ไรซ์เซชันทั้งสองแบบ 

 

และนำเสนอตัวแบบ TVL ดังนี้ 

               (6) 

แนวทางในการแก้ปัญหาการกำจัดสัญญาณรบกวนออกจากภาพซึ่งถูกเจือปนด้วยการผสมของสัญญาณรบกวนแบบ

การบวกและแบบการคูณดังตัวแบบ (3) ที่เป็นไปได้คือประยุกต์ใช้วิธีการแบบสองขั้นตอน โดยเริ่มจากการใช้เทคนิคการกำจัด

สัญญาณรบกวนแบบการบวกแล้วตามด้วยการกำจัดสัญญาณรบกวนแบบการคูณ หรือในทางกลับกัน อย่างไรก็ตามวิธีการสอง

ขั้นตอนนั้นใช้ทรัพยากรในการคำนวณค่อนข้างสูง เพื่อแก้ปัญหานี้ในงานวิจัยของคณะวิจัยของ Chumchob [4] จึงได้นำเสนอ
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 ในการกำจััดสััญญาณรบกวนชนิิดนี้้�ออกจาก

ภาพทำได้้ค่่อนข้้างยากกว่่าการกํําจััดสััญญาณรบกวน

แบบการบวก ทั้้� งนี้้�เนื่่�องจากการคููณระหว่่างสััญญาณ

รบกวนและภาพต้้นฉบับัส่ง่ผลให้ม้ีคีวามถี่่�สูง รวมทั้้�งการ

แจกแจงของสััญญาณรบกวนชนิิดนี้้�ไม่่เป็็นแบบเกาส์์เซียีน 

[1, 5, 6] โดยทั่่�วไป การแจกแจงของสััญญาณรบกวน 

ชนิดินี้้�เป็็นการแจกแจงแบบแกมม่่า (Gamma) หรือืแบบ

ออยเลอร์-ลากรานจ์อย่างมีประสิทธิภาพ ซึ่งโดยทั่วไปสมการออยเลอร์-ลากรานจ์ที่ได้จากตัวแบบเชิงการแปรผันมักเป็นสมการ

เชิงอนุพันธ์ย่อยไม่เป็นเชิงเส้น  

จากภาพรวมดังกล่าวข้างต้น แนวทางงานวิจัยที่ใช้ในการศึกษาปัญหาการกำจัดสัญญาณรบกวนออกจากภาพสามารถ

แบ่งออกได้เป็น 2 แนวทางกว้าง ๆ คือ แนวทางแรกเป็นการสร้างตัวแบบทางคณิตศาสตร์ของการกำจัดสัญญาณรบกวนออกจาก

ภาพที่มีความน่าเชื่อถือและแม่นยำ [3] ส่วนแนวทางที่สองคือ การพัฒนาวิธีการเชิงตัวเลขที่มีประสิทธิภาพสูงและรวดเร็วสำหรับ

แก้สมการ [4] ดังนั้นทั้งสองแนวทางจึงเป็นสิ่งจำเป็นอย่างหลีกเลี่ยงไม่ได ้

งานวิจัยนี้ ผู้วิจัยจะทำการศึกษาตัวแบบที่พัฒนาสำหรับกำจัดสัญญาณรบกวนแบบผสมออกจากภาพ และพัฒนา

เทคนิควิธีการเชิงตัวเลขที่มีประสิทธิภาพและรวดเร็วสำหรับการแก้สมการออยเลอร์-ลากรานจ์ที่ได้จากตัวแบบการกำจัด

สัญญาณรบกวนแบบผสม ทั้งนี้เนื่องจากผลของการดิสครีตไทซ์เซชันได้นำไปสู่การแก้ระบบสมการไม่เป็นเชิงเส้นขนาดใหญ่ที่มี

จำนวนตัวไม่ทราบค่าเท่ากับจำนวนของกริดในการประมวลผลภาพดิจิตลัที่มีความละเอียดสูง จำนวนของตัวไม่ทราบค่าในระบบ

สมการจะมีมากกว่า 2 แสนตัวขึ้นไป ทำให้วิธีการทำซ้ำพื้นฐานทั่วไปสำหรับการแก้ระบบสมการไม่เป็นเชิงเส้น เช่น วิธีการ 

nonlinear Gauss-Seidel relaxation method หรือวิธ ีการแบบนิวตัน (Newton method) มีประสิทธิภาพน้อยและไม่

เหมาะสมสำหรับการนำไปใช้ในทางปฏิบัติ ด้วยเหตุผลดังกล่าว ผู้วิจัยเล็งเห็นว่า การพัฒนาวิธีการทำซ้ำที่มีประสิทธิภาพสูง

สำหรับแก้ระบบสมการไม่เป็นเชิงเส้นขนาดใหญ่ที่เกิดจากตัวแบบกำจัดสัญญาณรบกวน จึงเป็นสิ่งสำคัญสำหรับการประมวลผล

ภาพที่มีความละเอียดสูง และเนื่องจากภาพถ่ายบางประเภท เช่น ภาพถ่ายคลื่นเสียงความถี่สูงมักปรากฏสัญญาณรบกวนแบบ 

สเปกเคิล เพื่อพัฒนาตัวแบบที่เหมาะสมกับการแก้ปัญหาดังกล่าว ผู้วิจัยจึงได้ทำการพัฒนาตัวแบบเชิงการแปรผันที่ปรับปรุงขึ้น

สำหรับกำจัดสัญญาณรบกวนแบบผสมออกจากภาพถ่ายทางการแพทย์ และพัฒนาวิธีการเชิงตัวเลขสำหรับแก้ตัวแบบเชิงการ

แปรผันที่ปรับปรุงอีกด้วย 

ในการกำจัดสัญญาณรบกวนออกจากภาพโดยวิธีการเชิงการแปรผัน วิธีการนี้เริ ่มต้นจากการสร้างตัวแบบเชิง

คณิตศาสตร์สำหรับภาพถ่ายดิจิตัล ซึ่งในทางคณิตศาสตร์ ภาพเชิงสเกลาร์แบบสองมิติสามารถเขียนตัวแบบโดยพิจารณาภาพ

เป็นฟังก์ชัน  ที่ถูกนิยามบนโดเมนภาพ (Image Domain)  ที่มีรูปร่างเป็นรูปสี่เหลี่ยม ใน

ที่นี้การกำหนดให้เรนจ์ของภาพ  เพื่อระบุว่า เป็นภาพที่มีความเข้มของภาพ (Image Intensity) อยู่ใน

อัตราส่วนความเข้มของภาพในโทนสีเทา (Grayscale) 8 บิท กล่าวคือ ภาพ  เกี่ยวข้องกับแต่ละสมาชิก   ด้วยค่า

ความเข้มโทนสีเทา  ซึ่งในที่นี้ เราสามารถสมมติได้โดยไม่เสียหลักการสำคัญว่า  

และ  เมื่อ  และ  เป็นจำนวนเต็มบวก 

สัญญาณรบกวนแบบการบวกถูกพบในกระบวนการบันทึกสัญญาณภาพด้วยเครื่องมือดิจิตัล มีงานวิจัยจำนวนมากที่

ใช้ตัวแบบการสร้างภาพ (Image Formation Model) ด้วยสัญญาณรบกวนชนิดนี้ ในตัวแบบสัญญาณรบกวนแบบการบวก 

เรามีเป้าหมายเพื ่อกู ้ค ืนหรือซ่อมแซมภาพต้นฉบับ (ไม่ทราบ)   จากภาพที ่ม ีส ัญญาณรบกวน (ทราบ) 

 ซึ่งเจือปนด้วยสัญญาณรบกวนแบบการบวก ดังนี้ 

            (1) 

โดยทั่วไป  แทนสัญญาณรบกวนแบบเกาส์เซียนซึ่งมีค่าเฉลี่ยศูนย์   

สัญญาณรบกวนแบบการคูณหรือสัญญาณรบกวนแบบสเปกเคิลถูกพบในภาพที่ได้จากระบบการสร้างภาพแบบ   

โคฮีเลนท์ เช่น ภาพถ่ายคลื่นเสียงความถี่สูง และภาพเลเซอร์ เป็นต้น ในตัวแบบสัญญาณรบกวนแบบการคูณ ภาพต้นฉบับถูก

เจือปนด้วยสัญญาณรบกวนแบบการคูณ    ซึ่งถูกกำหนดโดย 

              (2) 
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ออยเลอร์-ลากรานจ์อย่างมีประสิทธิภาพ ซึ่งโดยทั่วไปสมการออยเลอร์-ลากรานจ์ที่ได้จากตัวแบบเชิงการแปรผันมักเป็นสมการ

เชิงอนุพันธ์ย่อยไม่เป็นเชิงเส้น  

จากภาพรวมดังกล่าวข้างต้น แนวทางงานวิจัยที่ใช้ในการศึกษาปัญหาการกำจัดสัญญาณรบกวนออกจากภาพสามารถ

แบ่งออกได้เป็น 2 แนวทางกว้าง ๆ คือ แนวทางแรกเป็นการสร้างตัวแบบทางคณิตศาสตร์ของการกำจัดสัญญาณรบกวนออกจาก

ภาพที่มีความน่าเชื่อถือและแม่นยำ [3] ส่วนแนวทางที่สองคือ การพัฒนาวิธีการเชิงตัวเลขที่มีประสิทธิภาพสูงและรวดเร็วสำหรับ

แก้สมการ [4] ดังนั้นทั้งสองแนวทางจึงเป็นสิ่งจำเป็นอย่างหลีกเลี่ยงไม่ได ้

งานวิจัยนี้ ผู้วิจัยจะทำการศึกษาตัวแบบที่พัฒนาสำหรับกำจัดสัญญาณรบกวนแบบผสมออกจากภาพ และพัฒนา

เทคนิควิธีการเชิงตัวเลขที่มีประสิทธิภาพและรวดเร็วสำหรับการแก้สมการออยเลอร์-ลากรานจ์ที่ได้จากตัวแบบการกำจัด

สัญญาณรบกวนแบบผสม ทั้งนี้เนื่องจากผลของการดิสครีตไทซ์เซชันได้นำไปสู่การแก้ระบบสมการไม่เป็นเชิงเส้นขนาดใหญ่ที่มี

จำนวนตัวไม่ทราบค่าเท่ากับจำนวนของกริดในการประมวลผลภาพดิจิตลัที่มีความละเอียดสูง จำนวนของตัวไม่ทราบค่าในระบบ

สมการจะมีมากกว่า 2 แสนตัวขึ้นไป ทำให้วิธีการทำซ้ำพื้นฐานทั่วไปสำหรับการแก้ระบบสมการไม่เป็นเชิงเส้น เช่น วิธีการ 

nonlinear Gauss-Seidel relaxation method หรือวิธ ีการแบบนิวตัน (Newton method) มีประสิทธิภาพน้อยและไม่

เหมาะสมสำหรับการนำไปใช้ในทางปฏิบัติ ด้วยเหตุผลดังกล่าว ผู้วิจัยเล็งเห็นว่า การพัฒนาวิธีการทำซ้ำที่มีประสิทธิภาพสูง

สำหรับแก้ระบบสมการไม่เป็นเชิงเส้นขนาดใหญ่ที่เกิดจากตัวแบบกำจัดสัญญาณรบกวน จึงเป็นสิ่งสำคัญสำหรับการประมวลผล

ภาพที่มีความละเอียดสูง และเนื่องจากภาพถ่ายบางประเภท เช่น ภาพถ่ายคลื่นเสียงความถี่สูงมักปรากฏสัญญาณรบกวนแบบ 

สเปกเคิล เพื่อพัฒนาตัวแบบที่เหมาะสมกับการแก้ปัญหาดังกล่าว ผู้วิจัยจึงได้ทำการพัฒนาตัวแบบเชิงการแปรผันที่ปรับปรุงขึ้น

สำหรับกำจัดสัญญาณรบกวนแบบผสมออกจากภาพถ่ายทางการแพทย์ และพัฒนาวิธีการเชิงตัวเลขสำหรับแก้ตัวแบบเชิงการ

แปรผันที่ปรับปรุงอีกด้วย 

ในการกำจัดสัญญาณรบกวนออกจากภาพโดยวิธีการเชิงการแปรผัน วิธีการนี้เริ ่มต้นจากการสร้างตัวแบบเชิง
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ความเข้มโทนสีเทา  ซึ่งในที่นี้ เราสามารถสมมติได้โดยไม่เสียหลักการสำคัญว่า  
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ปีที่ 32 ฉบับที่ 5 กันยายน-ตุลาคม 2567	 วารสารวิทยาศาสตร์และเทคโนโลยี

เรย์์ลีี (Rayleigh) สำหรัับการศึึกษาเกี่่�ยวกัับการกำจััด

สััญญาณรบกวนแบบการบวกและการคููณเพีียงอย่่าง

เดียีวที่่�ได้้รับัความนิิยมถููกคิิดค้้นโดยคณะวิิจัยัของ Rudin 

[4] และคณะวิิจััยของ Jin Yang [6] ตามลำดัับ

ในงานวิิจััยของ Hirakawa และ Park [2] และ

คณะวิิจััยของ Lukin [3] ได้้ยืืนยัันข้้อเท็็จจริิงว่่า ตััวแบบ

สััญญาณรบกวนแบบการบวกหรืือแบบการคููณแบบใด

แบบหนึ่่�งนั้้�นไม่่เป็็นจริิงเสมอไป และผลการวิิจััยชี้้�ให้้เห็็น

ว่่าส่่วนประกอบของสััญญาณรบกวนแบบการบวกไม่่

สามารถตััดทิ้้�งได้้ ซึ่่� งตััวแบบการสร้้างภาพที่่�เหมาะสม

สำหรัับปััญหาดัังกล่่าวสามารถเขีียนได้้เป็็น

เราสามารถสมมติได้โดยไม่เสียหลักการสําคัญว่า  ในการกำจัดสัญญาณรบกวนชนิดนี้ออกจากภาพทำได้ค่อนข้าง

ยากกว่าการกําจัดสัญญาณรบกวนแบบการบวก ทั้งนี้เนื่องจากการคูณระหว่างสัญญาณรบกวนและภาพต้นฉบับส่งผลให้มี

ความถี่สูง รวมทั้งการแจกแจงของสัญญาณรบกวนชนิดนี้ไม่เป็นแบบเกาส์เซียน โดยทั่วไป การแจกแจงของสัญญาณรบกวน

ชนิดนี้เป็นการแจกแจงแบบแกมม่า (Gamma) หรือแบบเรย์ลี (Rayleigh) สำหรับการศึกษาเกี่ยวกับการกำจัดสัญญาณรบกวน

แบบการบวกและการคูณเพียงอย่างเดียวที่ได้รับความนิยมถูกคิดค้นโดยคณะวิจัยของ Rudin [3] และคณะวิจัยของ Jin Yang 

[5] ตามลำดับ 

ในงานวิจัยของ Hirakawa และ Park [1] และคณะวิจัยของ Lukin [2] ได้ยืนยันข้อเท็จจริงว่า ตัวแบบสัญญาณ

รบกวนแบบการบวกหรือแบบการคูณแบบใดแบบหนึ่งนั้นไม่เป็นจริงเสมอไป และผลการวิจัยชี้ให้เห็นว่าส่วนประกอบของ

สัญญาณรบกวนแบบการบวกไม่สามารถตัดทิ้งได้ ซึ่งตัวแบบการสร้างภาพที่เหมาะสมสำหรับปัญหาดังกล่าวสามารถเขียนได้

เป็น 

     (3) 

โดยที่  และ แทนค่าคงที่  และ  แทนส่วนประกอบของสัญญาณรบกวนแบบการบวกและแบบการคูณตามลำดับ 

 Rudin Osher และ Fatemi [3] เป็นนักวิจัยกลุ่มแรกที่นำเสนอตัวแบบในการกำจัดสัญญาณแบบการบวก ซึ่งเป็น 

ตัวแบบที่มีชื่อเสียงในการให้ผลลัพธ์ที่มีความคมชัดดี โดยตัวแบบ ROF กำหนดดังนี้ 

    (4) 

เมื่อ  แทนเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวม  แทนพจน์วัด

ความผิดปกติของข้อมูล แต่เนื่องจากเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวมทำให้เกิดปรากฏการณ์ขั้นบันได คือ แปลงสัญญาณ

ที่เรียบให้เป็นขั้นบันได  

เพื่อแก้ปัญหานี้ You และ Kaveh [6] ได้นำเสนอเร็กกิวลาร์ไรซ์เซชันแบบลาปลาซ 

 

เมื่อ  แทนการดําเนินการลาปลาซ และนำเสนอตัวแบบ TL ดังนี้ 

    (5) 

และนอกจากนี้ยังมีคณะวิจัยของ Zheng [7] คณะวิจัยของ Wang [8] และคณะวิจัยของ Chan [9] ได้นำเสนอเร็กกิวลาร์ไรซ์- 

เซชันแบบการแปรผันรวมแบบลาปลาซ ที่ได้รวมเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวมกับเร็กกิวลาร์ไรซ์เซชันแบบลาปลาซเข้า

ด้วยกัน เพื่อใช้ข้อดีของเร็กกิวลาร์ไรซ์เซชันทั้งสองแบบ 

 

และนำเสนอตัวแบบ TVL ดังนี้ 

               (6) 

แนวทางในการแก้ปัญหาการกำจัดสัญญาณรบกวนออกจากภาพซึ่งถูกเจือปนด้วยการผสมของสัญญาณรบกวนแบบ

การบวกและแบบการคูณดังตัวแบบ (3) ที่เป็นไปได้คือประยุกต์ใช้วิธีการแบบสองขั้นตอน โดยเริ่มจากการใช้เทคนิคการกำจัด

สัญญาณรบกวนแบบการบวกแล้วตามด้วยการกำจัดสัญญาณรบกวนแบบการคูณ หรือในทางกลับกัน อย่างไรก็ตามวิธีการสอง

ขั้นตอนนั้นใช้ทรัพยากรในการคำนวณค่อนข้างสูง เพื่อแก้ปัญหานี้ในงานวิจัยของคณะวิจัยของ Chumchob [4] จึงได้นำเสนอ
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 และ 

เราสามารถสมมติได้โดยไม่เสียหลักการสําคัญว่า  ในการกำจัดสัญญาณรบกวนชนิดนี้ออกจากภาพทำได้ค่อนข้าง

ยากกว่าการกําจัดสัญญาณรบกวนแบบการบวก ทั้งนี้เนื่องจากการคูณระหว่างสัญญาณรบกวนและภาพต้นฉบับส่งผลให้มี
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 แทน เร็็ ก กิิ ว ล า ร์์ ไร ซ์์
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แบบการบวกและการคูณเพียงอย่างเดียวที่ได้รับความนิยมถูกคิดค้นโดยคณะวิจัยของ Rudin [3] และคณะวิจัยของ Jin Yang 

[5] ตามลำดับ 

ในงานวิจัยของ Hirakawa และ Park [1] และคณะวิจัยของ Lukin [2] ได้ยืนยันข้อเท็จจริงว่า ตัวแบบสัญญาณ

รบกวนแบบการบวกหรือแบบการคูณแบบใดแบบหนึ่งนั้นไม่เป็นจริงเสมอไป และผลการวิจัยชี้ให้เห็นว่าส่วนประกอบของ
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โดยที่  และ แทนค่าคงที่  และ  แทนส่วนประกอบของสัญญาณรบกวนแบบการบวกและแบบการคูณตามลำดับ 

 Rudin Osher และ Fatemi [3] เป็นนักวิจัยกลุ่มแรกที่นำเสนอตัวแบบในการกำจัดสัญญาณแบบการบวก ซึ่งเป็น 
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เพื่อแก้ปัญหานี้ You และ Kaveh [6] ได้นำเสนอเร็กกิวลาร์ไรซ์เซชันแบบลาปลาซ 
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ขั้นตอนนั้นใช้ทรัพยากรในการคำนวณค่อนข้างสูง เพื่อแก้ปัญหานี้ในงานวิจัยของคณะวิจัยของ Chumchob [4] จึงได้นำเสนอ
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เมื่่�อ Δu แทนการดํําเนิินการลาปลาซ และนำเสนอตััว
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     (5)

และนอกจากนี้้�ยัังมีีคณะวิิจััยของ Zheng [8] คณะวิิจััย

ของ Wang [9] และคณะวิิจััยของ Chan [10] ได้้นำ

เสนอเร็็กกิิวลาร์์ไรซ์์เซชัันแบบการแปรผัันรวมแบบ

ลาปลาซ ที่่� ได้้รวมเร็็กกิิวลาร์์ไรซ์์เซชัันแบบการแปรผััน

รวมกับัเร็ก็กิวิลาร์ไ์รซ์เ์ซชันัแบบลาปลาซเข้า้ด้ว้ยกันั เพื่่�อ

ใช้้ข้้อดีีของเร็็กกิิวลาร์์ไรซ์์เซชัันทั้้�งสองแบบ

เราสามารถสมมติได้โดยไม่เสียหลักการสําคัญว่า  ในการกำจัดสัญญาณรบกวนชนิดนี้ออกจากภาพทำได้ค่อนข้าง

ยากกว่าการกําจัดสัญญาณรบกวนแบบการบวก ทั้งนี้เนื่องจากการคูณระหว่างสัญญาณรบกวนและภาพต้นฉบับส่งผลให้มี

ความถี่สูง รวมทั้งการแจกแจงของสัญญาณรบกวนชนิดนี้ไม่เป็นแบบเกาส์เซียน โดยทั่วไป การแจกแจงของสัญญาณรบกวน

ชนิดนี้เป็นการแจกแจงแบบแกมม่า (Gamma) หรือแบบเรย์ลี (Rayleigh) สำหรับการศึกษาเกี่ยวกับการกำจัดสัญญาณรบกวน

แบบการบวกและการคูณเพียงอย่างเดียวที่ได้รับความนิยมถูกคิดค้นโดยคณะวิจัยของ Rudin [3] และคณะวิจัยของ Jin Yang 

[5] ตามลำดับ 

ในงานวิจัยของ Hirakawa และ Park [1] และคณะวิจัยของ Lukin [2] ได้ยืนยันข้อเท็จจริงว่า ตัวแบบสัญญาณ

รบกวนแบบการบวกหรือแบบการคูณแบบใดแบบหนึ่งนั้นไม่เป็นจริงเสมอไป และผลการวิจัยชี้ให้เห็นว่าส่วนประกอบของ

สัญญาณรบกวนแบบการบวกไม่สามารถตัดทิ้งได้ ซึ่งตัวแบบการสร้างภาพที่เหมาะสมสำหรับปัญหาดังกล่าวสามารถเขียนได้

เป็น 

     (3) 

โดยที่  และ แทนค่าคงที่  และ  แทนส่วนประกอบของสัญญาณรบกวนแบบการบวกและแบบการคูณตามลำดับ 

 Rudin Osher และ Fatemi [3] เป็นนักวิจัยกลุ่มแรกที่นำเสนอตัวแบบในการกำจัดสัญญาณแบบการบวก ซึ่งเป็น 

ตัวแบบที่มีชื่อเสียงในการให้ผลลัพธ์ที่มีความคมชัดดี โดยตัวแบบ ROF กำหนดดังนี้ 

    (4) 

เมื่อ  แทนเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวม  แทนพจน์วัด

ความผิดปกติของข้อมูล แต่เนื่องจากเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวมทำให้เกิดปรากฏการณ์ขั้นบันได คือ แปลงสัญญาณ

ที่เรียบให้เป็นขั้นบันได  

เพื่อแก้ปัญหานี้ You และ Kaveh [6] ได้นำเสนอเร็กกิวลาร์ไรซ์เซชันแบบลาปลาซ 

 

เมื่อ  แทนการดําเนินการลาปลาซ และนำเสนอตัวแบบ TL ดังนี้ 

    (5) 

และนอกจากนี้ยังมีคณะวิจัยของ Zheng [7] คณะวิจัยของ Wang [8] และคณะวิจัยของ Chan [9] ได้นำเสนอเร็กกิวลาร์ไรซ์- 

เซชันแบบการแปรผันรวมแบบลาปลาซ ที่ได้รวมเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวมกับเร็กกิวลาร์ไรซ์เซชันแบบลาปลาซเข้า

ด้วยกัน เพื่อใช้ข้อดีของเร็กกิวลาร์ไรซ์เซชันทั้งสองแบบ 

 

และนำเสนอตัวแบบ TVL ดังนี้ 

               (6) 

แนวทางในการแก้ปัญหาการกำจัดสัญญาณรบกวนออกจากภาพซึ่งถูกเจือปนด้วยการผสมของสัญญาณรบกวนแบบ

การบวกและแบบการคูณดังตัวแบบ (3) ที่เป็นไปได้คือประยุกต์ใช้วิธีการแบบสองขั้นตอน โดยเริ่มจากการใช้เทคนิคการกำจัด

สัญญาณรบกวนแบบการบวกแล้วตามด้วยการกำจัดสัญญาณรบกวนแบบการคูณ หรือในทางกลับกัน อย่างไรก็ตามวิธีการสอง

ขั้นตอนนั้นใช้ทรัพยากรในการคำนวณค่อนข้างสูง เพื่อแก้ปัญหานี้ในงานวิจัยของคณะวิจัยของ Chumchob [4] จึงได้นำเสนอ
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และนำเสนอตััวแบบ TVL ดัังนี้้�
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 Rudin Osher และ Fatemi [3] เป็นนักวิจัยกลุ่มแรกที่นำเสนอตัวแบบในการกำจัดสัญญาณแบบการบวก ซึ่งเป็น 

ตัวแบบที่มีชื่อเสียงในการให้ผลลัพธ์ที่มีความคมชัดดี โดยตัวแบบ ROF กำหนดดังนี้ 

    (4) 

เมื่อ  แทนเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวม  แทนพจน์วัด

ความผิดปกติของข้อมูล แต่เนื่องจากเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวมทำให้เกิดปรากฏการณ์ขั้นบันได คือ แปลงสัญญาณ

ที่เรียบให้เป็นขั้นบันได  

เพื่อแก้ปัญหานี้ You และ Kaveh [6] ได้นำเสนอเร็กกิวลาร์ไรซ์เซชันแบบลาปลาซ 

 

เมื่อ  แทนการดําเนินการลาปลาซ และนำเสนอตัวแบบ TL ดังนี้ 

    (5) 

และนอกจากนี้ยังมีคณะวิจัยของ Zheng [7] คณะวิจัยของ Wang [8] และคณะวิจัยของ Chan [9] ได้นำเสนอเร็กกิวลาร์ไรซ์- 
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และนำเสนอตัวแบบ TVL ดังนี้ 

               (6) 

แนวทางในการแก้ปัญหาการกำจัดสัญญาณรบกวนออกจากภาพซึ่งถูกเจือปนด้วยการผสมของสัญญาณรบกวนแบบ

การบวกและแบบการคูณดังตัวแบบ (3) ที่เป็นไปได้คือประยุกต์ใช้วิธีการแบบสองขั้นตอน โดยเริ่มจากการใช้เทคนิคการกำจัด

สัญญาณรบกวนแบบการบวกแล้วตามด้วยการกำจัดสัญญาณรบกวนแบบการคูณ หรือในทางกลับกัน อย่างไรก็ตามวิธีการสอง
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แนวทางในการแก้้ปััญหาการกำจััดสััญญาณ

รบกวนออกจากภาพซึ่่�งถููกเจืือปนด้้วยการผสมของ

สัญัญาณรบกวนแบบการบวกและแบบการคูณูดังัตัวัแบบ 

(3) ที่่�เป็น็ไปได้ค้ือืประยุกุต์ใ์ช้ว้ิธิีกีารแบบสองขั้้�นตอน โดย

เริ่่�มจากการใช้เ้ทคนิิคการกำจััดสัญัญาณรบกวนแบบการ

บวกแล้้วตามด้้วยการกำจััดสััญญาณรบกวนแบบการคููณ 

หรืือในทางกลัับกััน อย่่างไรก็็ตามวิิธีีการสองขั้้�นตอนนั้้�น

ใช้้ทรััพยากรในการคำนวณค่่อนข้้างสููง เพื่่�อแก้้ปััญหานี้้�

ในงานวิิจััยของคณะวิิจััยของ Chumchob [5] จึึงได้้นำ

เสนอวิิธีีการกำจััดสััญญาณรบกวนโดยใช้้วิิธีีการแบบขั้้�น

ตอนเดีียว โดยนำเสนอตััวแบบการกำจััดสััญญาณรบกวน

ซึ่่�งใช้้ข้้อดีีในการให้้ความคมชััดของเส้้นที่่�ปรากฏในภาพ

สููงและสามารถกำจััดสััญญาณรบกวนออกจากภาพได้้

เป็็นอย่่างดีี ดัังนี้้�

วิธีการกำจัดสัญญาณรบกวนโดยใช้วิธีการแบบขั้นตอนเดียว โดยนำเสนอตัวแบบการกำจัดสัญญาณรบกวนซึ่งใช้ข้อดีในการให้

ความคมชัดของเส้นที่ปรากฏในภาพสูงและสามารถกำจัดสัญญาณรบกวนออกจากภาพได้เป็นอย่างดี ดังนี้ 

        (7) 

เมื ่อ    และ  เป็นพจน์วัดความเหมาะสมของข้อมูลระหว่างภาพที่กำลังถูก

ซ่อมแซม  กับภาพที่มีสัญญาณรบกวน  และ  แทนพารามิเตอร์เร็กกิวลาร์ไรซ์เซชันที่ใช้ปรับสมดุลระหว่าง

พจนว์ัดความเหมาะสมของข้อมูลจากสัญญาณรบกวนแบบการบวก (พจนท์ี่ 2) และแบบการคูณ (พจนท์ี่ 3) ตามลำดับ 

คณะวิจัยของ Loupas [10] ได้แสดงให้เห็นว่าสัญญาณรบกวนที่ปรากฏในภาพถ่ายคลื่นเสียงความถี่สูง ซึ่งเรียกว่า

สัญญาณรบกวนแบบสเปกเคิลสามารถเขียนอยู่ในรูปของตัวแบบการสรา้งภาพดังต่อไปนี้ 

          (8) 

เมื่อ  แทนสัญญาณรบกวนแบบเกาส์เซียนซึ่งมีค่าเฉลี่ยศูนย ์และจากการทดลองพบว่า  เป็นตัวแบบที่เหมาะสม

ที่สุด 

 ต่อมาได้มีคณะวิจัยของ Krissian [11] ได้นำเสนอตัวแบบสำหรับกำจัดสัญญาณรบกวนแบบสเปกเคิลออกจาก

ภาพถ่ายคลื่นเสียงความถี่สูง เรียกว่าตัวแบบ KKWV ดังนี ้

   (9) 

เมื่อ  และนอกจากนี้คณะวิจัยของ Jin และ Yang [5] ได้พิสูจน์การมีจริงและมีหนึ่งเดียว

ของคำตอบ 

 เมื่อไม่นานมานี ้Goldstein และ Osher [12] ได้คิดค้นวิธีการสปริทเบรกแมน (Split Bregmam (SB) Method) ซึ่ง

เป็นวิธีการที่มีประสิทธิภาพสูงในการแก้ปัญหาเชิงการแปรผัน และแสดงให้เห็นว่าวิธีการนี้ลู่เข้าสู่คำตอบได้อย่างรวดเร็วอีก

ด้วย  

ในงานวิจัยนี้ ผู้วิจัยมุ่งเน้นพัฒนาการกำจัดสัญญาณรบกวนออกจากภาพซึ่งถูกเจือปนด้วยการผสมของสัญญาณ

รบกวนแบบการบวกและแบบสเปกเคิล โดยการปรับปรุงตัวแบบซึ่งใช้ข้อดีของตัวแบบ KKWV และตัวแบบ ROF และเพื่อ
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 เป็็น
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เมื่่�อ ξ แทนสััญญาณรบกวนแบบเกาส์์เซีียนซึ่่�งมีีค่่าเฉลี่่�ย
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ศููนย์์ และจากการทดลองพบว่่า m = 0.5 เป็็นตััวแบบ

ที่่�เหมาะสมที่่�สุุด
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 และนอกจากนี้้�คณะ

วิจิัยัของ Jin และ Yang [6] ได้พ้ิสิูจูน์ก์ารมีีจริงิและมีหีนึ่่�ง
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ของสััญญาณรบกวนแบบการบวกและแบบสเปกเคิิล โดย
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แบบที่่�ได้้รัับการพััฒนาโดยใช้้ 
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ความคมชัดของเส้นที่ปรากฏในภาพสูงและสามารถกำจัดสัญญาณรบกวนออกจากภาพได้เป็นอย่างดี ดังนี้ 
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พร้้อมทั้้�งพััฒนาวิิธีีการเชิิงตััวเลขสำหรัับกำจััดสััญญาณ

รบกวนออกจากภาพ โดยในการหาคำตอบของปััญหาเชิงิ

การแปรผัันผู้้�วิิจััยได้้นำเสนอวิิธีีการ SB  

2. วิิธีีการดำเนิินการวิิจััย
ในหัวัข้้อนี้้� ผู้้�วิจิัยัจึงึได้ท้ำการปรับัปรุงุตัวัแบบเชิงิ

การแปรผันัสำหรับักำจัดัสัญัญาณรบกวนแบบผสมในขั้้�น

ตอนเดีียว และพััฒนาวิิธีีการเชิิงตััวเลขในการแก้้ปััญหา

ตััวแบบที่่�ได้้นำเสนอ ดัังนี้้�

2.1 ตััวแบบการกำจััดสััญญาณรบกวนที่่�นำเสนอ

เนื่่�องจากตััวแบบสััญญาณรบกวนแบบการบวก

หรืือแบบการคููณแบบใดแบบหนึ่่�งนั้้�นไม่่เป็็นจริิงเสมอไป 

[2, 3] ในกรณีีเฉพาะภาพถ่่ายทางการแพทย์์มัักมีี

สัญัญาณรบกวนแบบสเปกเคิลิ [11] ผู้้�วิจิัยัจึงึได้พ้ัฒันาตัวั

แบบการสร้้างภาพดัังนี้้�

     	   

วิธีการกำจัดสัญญาณรบกวนโดยใช้วิธีการแบบขั้นตอนเดียว โดยนำเสนอตัวแบบการกำจัดสัญญาณรบกวนซึ่งใช้ข้อดีในการให้

ความคมชัดของเส้นที่ปรากฏในภาพสูงและสามารถกำจัดสัญญาณรบกวนออกจากภาพได้เป็นอย่างดี ดังนี้ 

        (7) 

เมื ่อ    และ  เป็นพจน์วัดความเหมาะสมของข้อมูลระหว่างภาพที่กำลังถูก

ซ่อมแซม  กับภาพที่มีสัญญาณรบกวน  และ  แทนพารามิเตอร์เร็กกิวลาร์ไรซ์เซชันที่ใช้ปรับสมดุลระหว่าง

พจนว์ัดความเหมาะสมของข้อมูลจากสัญญาณรบกวนแบบการบวก (พจนท์ี่ 2) และแบบการคูณ (พจนท์ี่ 3) ตามลำดับ 

คณะวิจัยของ Loupas [10] ได้แสดงให้เห็นว่าสัญญาณรบกวนที่ปรากฏในภาพถ่ายคลื่นเสียงความถี่สูง ซึ่งเรียกว่า

สัญญาณรบกวนแบบสเปกเคิลสามารถเขียนอยู่ในรูปของตัวแบบการสรา้งภาพดังต่อไปนี้ 

          (8) 

เมื่อ  แทนสัญญาณรบกวนแบบเกาส์เซียนซึ่งมีค่าเฉลี่ยศูนย ์และจากการทดลองพบว่า  เป็นตัวแบบที่เหมาะสม

ที่สุด 

 ต่อมาได้มีคณะวิจัยของ Krissian [11] ได้นำเสนอตัวแบบสำหรับกำจัดสัญญาณรบกวนแบบสเปกเคิลออกจาก

ภาพถ่ายคลื่นเสียงความถี่สูง เรียกว่าตัวแบบ KKWV ดังนี้ 

   (9) 

เมื่อ  และนอกจากนี้คณะวิจัยของ Jin และ Yang [5] ได้พิสูจน์การมีจริงและมีหนึ่งเดียว

ของคำตอบ 

 เมื่อไม่นานมานี ้Goldstein และ Osher [12] ได้คิดค้นวิธีการสปริทเบรกแมน (Split Bregmam (SB) Method) ซึ่ง
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2. วิธีการดำเนินการวิจัย 
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โดยที่่� η  และ ς แทนส่่วนประกอบของสััญญาณรบกวน

แบบการบวกและแบบสเปกเคิิลตามลำดัับ

ในการกำจััดสััญญาณรบกวนแบบผสม (10) ผู้้�

วิิจััยได้้พััฒนาตััวแบบซึ่่�งใช้้ข้้อดีีในการกำจััดสััญญาณ

รบกวนแบบสเปกเคิิลของตััวแบบ KKWV และแบบการ

บวกของตัวัแบบ ROF ซึ่่�งพจน์เ์ร็ก็กิวิลาร์์ไรซ์์เซชัันของตัวั

แบบทั้้�งสองเป็็นเร็ก็กิวิลาร์ไ์รซ์เ์ซชันัแบบการแปรผัันรวม     

RTV (u) ซึ่่�งถููกกำหนดโดย

โดยที่  และ  แทนส่วนประกอบของสัญญาณรบกวนแบบการบวกและแบบสเปกเคิลตามลำดับ 

ในการกำจัดสัญญาณรบกวนแบบผสม (10) ผู้วิจัยได้พัฒนาตัวแบบซึ่งใช้ข้อดีในการกำจัดสัญญาณรบกวนแบบ  

สเปกเคิลของตัวแบบ KKWV และแบบการบวกของตัวแบบ ROF ซึ่งพจน์เร็กกิวลาร์ไรซ์เซชันของตัวแบบทั้งสองเป็นเร็กกิว-

ลาร์ไรซ์เซชันแบบการแปรผันรวม  ซึ่งถูกกำหนดโดย 

            (11) 

แม้ว่าเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวม  จะมีประสิทธิภาพในการรักษาขอบของภาพในการกำจัดสัญญาณ

รบกวน แต่มักมีการแปลงสัญญาณให้มีความเรียบเป็นขั้นบันไดโดยไม่จำเป็น เพื่อแก้ปัญหานี้ You และ Kaveh [6] จึงนำเสนอ

เร็กกิวลาร์ไรซ์เซชันแบบลาปลาซ ซึ่งยังคงคุณสมบัติการรักษาขอบของภาพได้เป็นอย่างดี ด้วยเหตุผลดังกล่าวผู้วิจัยจึงได้

ปรับปรุงตัวแบบเชิงการแปรผันสำหรับกำจัดสัญญาณรบกวนแบบผสมซึ่งกำหนดโดย 

              (12) 

หลากหลายคณะวิจัย [3, 7, 8, 9, 13] แสดงให้เห็นถึงความมีประสิทธิภาพในการกำจัดสัญญาณรบกวนจากการผสมพจน์เร็กกิว-

ลาไรซ์เซชันทั้งสองแบบ โดยใช้ข้อดีของทั้งเร็กกิวลาร์ไรซ์เซชัน  และ  ผู้วิจัยจึงได้ปรับปรุงตัวแบบที่ได้

นำเสนอกำหนดโดย 

         (13) 

เมื่อ  และ  แทนพารามิเตอร์ถ่วงน้ำหนักที่ใช้ปรับสมดุลระหว่างพจน์  และ  

2.2 วิธีการไฟไนต์ดิฟเฟอเรนซ์ 

กำหนดให้  

 

แทนโดเมนแบบดิสครีต เพื่อความสะดวก สำหรับแต่ละจุดกริด  เราจะเขียนแทนด้วย  โดยที่พิกัด  

และ  จะวางแนวตามคอลัมน์และแถว ตามลำดับ เพื่อความรวดเร็วในการคำนวณ ในงานวิจัยนี้ทุกตัวดำเนินการเชิงอนุพันธ์

แบบดิสครีตใช้เงื่อนไขค่าขอบแบบคาบ 

 ในที่นี้ สำหรับการประมาณค่าแบบไฟไนต์ดิฟเฟอเรนซข์องอนุพันธ์ย่อยอันดับหนึ่งของ  ที่แต่ละจุดกริด  

สามารถกำหนดโดย  

 

 

  

 

2.3 วิธีการ SB สำหรับตัวแบบที่ได้นำเสนอ 
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แม้้ ว่่ า เร็็ กกิิ วลาร์์ ไรซ์์ เซชัันแบบการแปรผัันรวม
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การกำจััดสัญัญาณรบกวน แต่ม่ักัมีกีารแปลงสัญัญาณให้้

มีีความเรีียบเป็็นขั้้�นบัันไดโดยไม่่จำเป็็น เพื่่�อแก้้ปััญหานี้้� 

You และ Kaveh [7] จึงนำเสนอเร็ก็กิวิลาร์์ไรซ์เ์ซชันัแบบ

ลาปลาซ ซึ่่�งยังัคงคุณุสมบัตัิกิารรักัษาขอบของภาพได้เ้ป็น็

อย่่างดีี ด้ วยเหตุุผลดัังกล่่าวผู้้�วิจััยจึึงได้้ปรัับปรุุงตััวแบบ

เชิงิการแปรผัันสำหรัับกำจััดสััญญาณรบกวนแบบผสมซึ่่�ง

กำหนดโดย
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(12)

หลากหลายคณะวิิจััย [4, 8, 9, 10, 14] แสดงให้้เห็็นถึึง

ความมีีประสิิทธิิภาพในการกำจััดสััญญาณรบกวนจาก

การผสมพจน์์เร็็กกิิวลาไรซ์์เซชัันทั้้�งสองแบบ โดยใช้้ข้้อดีี

ของทั้้�งเร็็กกิิวลาร์์ไรซ์์เซชััน RTV (u) และ RTL (u) 
ผู้้�วิิจััยจึึงได้้ปรัับปรุุงตััวแบบที่่�ได้้นำเสนอกำหนดโดย

โดยที่  และ  แทนส่วนประกอบของสัญญาณรบกวนแบบการบวกและแบบสเปกเคิลตามลำดับ 

ในการกำจัดสัญญาณรบกวนแบบผสม (10) ผู้วิจัยได้พัฒนาตัวแบบซึ่งใช้ข้อดีในการกำจัดสัญญาณรบกวนแบบ  

สเปกเคิลของตัวแบบ KKWV และแบบการบวกของตัวแบบ ROF ซึ่งพจน์เร็กกิวลาร์ไรซ์เซชันของตัวแบบทั้งสองเป็นเร็กกิว-

ลาร์ไรซ์เซชันแบบการแปรผันรวม  ซึ่งถูกกำหนดโดย 

            (11) 

แม้ว่าเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวม  จะมีประสิทธิภาพในการรักษาขอบของภาพในการกำจัดสัญญาณ

รบกวน แต่มักมีการแปลงสัญญาณให้มีความเรียบเป็นขั้นบันไดโดยไม่จำเป็น เพื่อแก้ปัญหานี้ You และ Kaveh [6] จึงนำเสนอ

เร็กกิวลาร์ไรซ์เซชันแบบลาปลาซ ซึ่งยังคงคุณสมบัติการรักษาขอบของภาพได้เป็นอย่างดี ด้วยเหตุผลดังกล่าวผู้วิจัยจึงได้
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              (12) 

หลากหลายคณะวิจัย [3, 7, 8, 9, 13] แสดงให้เห็นถึงความมีประสิทธิภาพในการกำจัดสัญญาณรบกวนจากการผสมพจน์เร็กกิว-

ลาไรซ์เซชันทั้งสองแบบ โดยใช้ข้อดีของทั้งเร็กกิวลาร์ไรซ์เซชัน  และ  ผู้วิจัยจึงได้ปรับปรุงตัวแบบที่ได้

นำเสนอกำหนดโดย 

         (13) 

เมื่อ  และ  แทนพารามิเตอร์ถ่วงน้ำหนักที่ใช้ปรับสมดุลระหว่างพจน์  และ  

2.2 วิธีการไฟไนต์ดิฟเฟอเรนซ์ 
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(13)

เมื่่�อ σ1 และ σ2 แทนพารามิิเตอร์์ถ่่วงน้้ำหนัักที่่�ใช้้ปรัับ

สมดุุลระหว่่างพจน์์ RTV (u) และ RTL (u) 

เราสามารถสมมติได้โดยไม่เสียหลักการสําคัญว่า  ในการกำจัดสัญญาณรบกวนชนิดนี้ออกจากภาพทำได้ค่อนข้าง

ยากกว่าการกําจัดสัญญาณรบกวนแบบการบวก ทั้งนี้เนื่องจากการคูณระหว่างสัญญาณรบกวนและภาพต้นฉบับส่งผลให้มี

ความถี่สูง รวมทั้งการแจกแจงของสัญญาณรบกวนชนิดนี้ไม่เป็นแบบเกาส์เซียน โดยทั่วไป การแจกแจงของสัญญาณรบกวน

ชนิดนี้เป็นการแจกแจงแบบแกมม่า (Gamma) หรือแบบเรย์ลี (Rayleigh) สำหรับการศึกษาเกี่ยวกับการกำจัดสัญญาณรบกวน

แบบการบวกและการคูณเพียงอย่างเดียวที่ได้รับความนิยมถูกคิดค้นโดยคณะวิจัยของ Rudin [3] และคณะวิจัยของ Jin Yang 

[5] ตามลำดับ 

ในงานวิจัยของ Hirakawa และ Park [1] และคณะวิจัยของ Lukin [2] ได้ยืนยันข้อเท็จจริงว่า ตัวแบบสัญญาณ

รบกวนแบบการบวกหรือแบบการคูณแบบใดแบบหนึ่งนั้นไม่เป็นจริงเสมอไป และผลการวิจัยชี้ให้เห็นว่าส่วนประกอบของ

สัญญาณรบกวนแบบการบวกไม่สามารถตัดทิ้งได้ ซึ่งตัวแบบการสร้างภาพที่เหมาะสมสำหรับปัญหาดังกล่าวสามารถเขียนได้

เป็น 

     (3) 

โดยที่  และ แทนค่าคงที่  และ  แทนส่วนประกอบของสัญญาณรบกวนแบบการบวกและแบบการคูณตามลำดับ 

 Rudin Osher และ Fatemi [3] เป็นนักวิจัยกลุ่มแรกที่นำเสนอตัวแบบในการกำจัดสัญญาณแบบการบวก ซึ่งเป็น 

ตัวแบบที่มีชื่อเสียงในการให้ผลลัพธ์ที่มีความคมชัดดี โดยตัวแบบ ROF กำหนดดังนี้ 

    (4) 

เมื่อ  แทนเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวม  แทนพจน์วัด

ความผิดปกติของข้อมูล แต่เนื่องจากเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวมทำให้เกิดปรากฏการณ์ขั้นบันได คือ แปลงสัญญาณ

ที่เรียบให้เป็นขั้นบันได  

เพื่อแก้ปัญหานี้ You และ Kaveh [6] ได้นำเสนอเร็กกิวลาร์ไรซ์เซชันแบบลาปลาซ 

 

เมื่อ  แทนการดําเนินการลาปลาซ และนำเสนอตัวแบบ TL ดังนี้ 

    (5) 

และนอกจากนี้ยังมีคณะวิจัยของ Zheng [7] คณะวิจัยของ Wang [8] และคณะวิจัยของ Chan [9] ได้นำเสนอเร็กกิวลาร์ไรซ์- 

เซชันแบบการแปรผันรวมแบบลาปลาซ ที่ได้รวมเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวมกับเร็กกิวลาร์ไรซ์เซชันแบบลาปลาซเข้า

ด้วยกัน เพื่อใช้ข้อดีของเร็กกิวลาร์ไรซ์เซชันทั้งสองแบบ 

 

และนำเสนอตัวแบบ TVL ดังนี้ 

               (6) 

แนวทางในการแก้ปัญหาการกำจัดสัญญาณรบกวนออกจากภาพซึ่งถูกเจือปนด้วยการผสมของสัญญาณรบกวนแบบ

การบวกและแบบการคูณดังตัวแบบ (3) ที่เป็นไปได้คือประยุกต์ใช้วิธีการแบบสองขั้นตอน โดยเริ่มจากการใช้เทคนิคการกำจัด

สัญญาณรบกวนแบบการบวกแล้วตามด้วยการกำจัดสัญญาณรบกวนแบบการคูณ หรือในทางกลับกัน อย่างไรก็ตามวิธีการสอง

ขั้นตอนนั้นใช้ทรัพยากรในการคำนวณค่อนข้างสูง เพื่อแก้ปัญหานี้ในงานวิจัยของคณะวิจัยของ Chumchob [4] จึงได้นำเสนอ
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แบบการบวกและการคูณเพียงอย่างเดียวที่ได้รับความนิยมถูกคิดค้นโดยคณะวิจัยของ Rudin [3] และคณะวิจัยของ Jin Yang 

[5] ตามลำดับ 

ในงานวิจัยของ Hirakawa และ Park [1] และคณะวิจัยของ Lukin [2] ได้ยืนยันข้อเท็จจริงว่า ตัวแบบสัญญาณ
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เป็น 
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โดยที่  และ แทนค่าคงที่  และ  แทนส่วนประกอบของสัญญาณรบกวนแบบการบวกและแบบการคูณตามลำดับ 

 Rudin Osher และ Fatemi [3] เป็นนักวิจัยกลุ่มแรกที่นำเสนอตัวแบบในการกำจัดสัญญาณแบบการบวก ซึ่งเป็น 
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เมื่อ  แทนเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวม  แทนพจน์วัด
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ที่เรียบให้เป็นขั้นบันได  

เพื่อแก้ปัญหานี้ You และ Kaveh [6] ได้นำเสนอเร็กกิวลาร์ไรซ์เซชันแบบลาปลาซ 
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แบบการบวกและการคูณเพียงอย่างเดียวที่ได้รับความนิยมถูกคิดค้นโดยคณะวิจัยของ Rudin [3] และคณะวิจัยของ Jin Yang 

[5] ตามลำดับ 

ในงานวิจัยของ Hirakawa และ Park [1] และคณะวิจัยของ Lukin [2] ได้ยืนยันข้อเท็จจริงว่า ตัวแบบสัญญาณ

รบกวนแบบการบวกหรือแบบการคูณแบบใดแบบหนึ่งนั้นไม่เป็นจริงเสมอไป และผลการวิจัยชี้ให้เห็นว่าส่วนประกอบของ

สัญญาณรบกวนแบบการบวกไม่สามารถตัดทิ้งได้ ซึ่งตัวแบบการสร้างภาพที่เหมาะสมสำหรับปัญหาดังกล่าวสามารถเขียนได้

เป็น 

     (3) 

โดยที่  และ แทนค่าคงที่  และ  แทนส่วนประกอบของสัญญาณรบกวนแบบการบวกและแบบการคูณตามลำดับ 

 Rudin Osher และ Fatemi [3] เป็นนักวิจัยกลุ่มแรกที่นำเสนอตัวแบบในการกำจัดสัญญาณแบบการบวก ซึ่งเป็น 

ตัวแบบที่มีชื่อเสียงในการให้ผลลัพธ์ที่มีความคมชัดดี โดยตัวแบบ ROF กำหนดดังนี้ 

    (4) 

เมื่อ  แทนเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวม  แทนพจน์วัด
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เมื่อ  แทนการดําเนินการลาปลาซ และนำเสนอตัวแบบ TL ดังนี้ 

    (5) 
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ปีที่ 32 ฉบับที่ 5 กันยายน-ตุลาคม 2567	 วารสารวิทยาศาสตร์และเทคโนโลยี

แทนโดเมนแบบดิสิครีตี เพื่่�อความสะดวก สำหรับัแต่ล่ะจุดุกริดิ 

โดยที่  และ  แทนส่วนประกอบของสัญญาณรบกวนแบบการบวกและแบบสเปกเคิลตามลำดับ 

ในการกำจัดสัญญาณรบกวนแบบผสม (10) ผู้วิจัยได้พัฒนาตัวแบบซึ่งใช้ข้อดีในการกำจัดสัญญาณรบกวนแบบ  

สเปกเคิลของตัวแบบ KKWV และแบบการบวกของตัวแบบ ROF ซึ่งพจน์เร็กกิวลาร์ไรซ์เซชันของตัวแบบทั้งสองเป็นเร็กกิว-

ลาร์ไรซ์เซชันแบบการแปรผันรวม  ซึ่งถูกกำหนดโดย 

            (11) 

แม้ว่าเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวม  จะมีประสิทธิภาพในการรักษาขอบของภาพในการกำจัดสัญญาณ

รบกวน แต่มักมีการแปลงสัญญาณให้มีความเรียบเป็นขั้นบันไดโดยไม่จำเป็น เพื่อแก้ปัญหานี้ You และ Kaveh [6] จึงนำเสนอ

เร็กกิวลาร์ไรซ์เซชันแบบลาปลาซ ซึ่งยังคงคุณสมบัติการรักษาขอบของภาพได้เป็นอย่างดี ด้วยเหตุผลดังกล่าวผู้วิจัยจึงได้

ปรับปรุงตัวแบบเชิงการแปรผันสำหรับกำจัดสัญญาณรบกวนแบบผสมซึ่งกำหนดโดย 

              (12) 

หลากหลายคณะวิจัย [3, 7, 8, 9, 13] แสดงให้เห็นถึงความมีประสิทธิภาพในการกำจัดสัญญาณรบกวนจากการผสมพจน์เร็กกิว-

ลาไรซ์เซชันทั้งสองแบบ โดยใช้ข้อดีของทั้งเร็กกิวลาร์ไรซ์เซชัน  และ  ผู้วิจัยจึงได้ปรับปรุงตัวแบบที่ได้

นำเสนอกำหนดโดย 

         (13) 

เมื่อ  และ  แทนพารามิเตอร์ถ่วงน้ำหนักที่ใช้ปรับสมดุลระหว่างพจน์  และ  

2.2 วิธีการไฟไนต์ดิฟเฟอเรนซ์ 

กำหนดให้  

 

แทนโดเมนแบบดิสครีต เพื่อความสะดวก สำหรับแต่ละจุดกริด  เราจะเขียนแทนด้วย  โดยที่พิกัด  

และ  จะวางแนวตามคอลัมน์และแถว ตามลำดับ เพื่อความรวดเร็วในการคำนวณ ในงานวิจัยนี้ทุกตัวดำเนินการเชิงอนุพันธ์

แบบดิสครีตใช้เงื่อนไขค่าขอบแบบคาบ 

 ในที่นี้ สำหรับการประมาณค่าแบบไฟไนต์ดิฟเฟอเรนซข์องอนุพันธ์ย่อยอันดับหนึ่งของ  ที่แต่ละจุดกริด  

สามารถกำหนดโดย  

 

 

  

 

2.3 วิธีการ SB สำหรับตัวแบบที่ได้นำเสนอ 
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 เราจะเขียีนแทนด้ว้ย (i, j) โดยที่่�พิกิัดั 

x และ y จะวางแนวตามคอลััมน์์และแถว ตามลำดัับ เพื่่�อความรวดเร็็วในการคำนวณ ในงานวิิจััยนี้้�ทุุกตััวดำเนิินการ

เชิิงอนุุพัันธ์์แบบดิิสครีีตใช้้เงื่่�อนไขค่่าขอบแบบคาบ

ในที่่�นี้้�  สำหรัับการประมาณค่่าแบบไฟไนต์์ดิิฟเฟอเรนซ์์ของอนุุพัันธ์์ย่่อยอัันดัับหนึ่่�งของ u ที่่� แต่่ละจุุดกริิด 

(i, j) สามารถกำหนดโดย 

2.3 วิิธีีการ SB สำหรัับตััวแบบที่่�ได้้นำเสนอ

2.3.1 ตััวแบบ KKWV-TV

วิิธีีการ SB เริ่่�มต้้นจากการแนะนำตััวแปรเวกเตอร์์เสริิม w = (w1, w2)
T พารามิิเตอร์์การทำซ้้ำ

เบรกแมน (Bregman iterative parameter) b = (b1 , b2 )
T และพารามิิเตอร์์ตััวโทษ (penalty parameter) 
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 (16)

โดยที่  และ  แทนส่วนประกอบของสัญญาณรบกวนแบบการบวกและแบบสเปกเคิลตามลำดับ 
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สเปกเคิลของตัวแบบ KKWV และแบบการบวกของตัวแบบ ROF ซึ่งพจน์เร็กกิวลาร์ไรซ์เซชันของตัวแบบทั้งสองเป็นเร็กกิว-

ลาร์ไรซ์เซชันแบบการแปรผันรวม  ซึ่งถูกกำหนดโดย 
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แม้ว่าเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวม  จะมีประสิทธิภาพในการรักษาขอบของภาพในการกำจัดสัญญาณ
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ลาไรซ์เซชันทั้งสองแบบ โดยใช้ข้อดีของทั้งเร็กกิวลาร์ไรซ์เซชัน  และ  ผู้วิจัยจึงได้ปรับปรุงตัวแบบที่ได้

นำเสนอกำหนดโดย 
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2.2 วิิธีีการไฟไนต์์ดิิฟเฟอเรนซ์์

กำหนดให้้ 

โดยที่  และ  แทนส่วนประกอบของสัญญาณรบกวนแบบการบวกและแบบสเปกเคิลตามลำดับ 

ในการกำจัดสัญญาณรบกวนแบบผสม (10) ผู้วิจัยได้พัฒนาตัวแบบซึ่งใช้ข้อดีในการกำจัดสัญญาณรบกวนแบบ  

สเปกเคิลของตัวแบบ KKWV และแบบการบวกของตัวแบบ ROF ซึ่งพจน์เร็กกิวลาร์ไรซ์เซชันของตัวแบบทั้งสองเป็นเร็กกิว-

ลาร์ไรซ์เซชันแบบการแปรผันรวม  ซึ่งถูกกำหนดโดย 

            (11) 

แม้ว่าเร็กกิวลาร์ไรซ์เซชันแบบการแปรผันรวม  จะมีประสิทธิภาพในการรักษาขอบของภาพในการกำจัดสัญญาณ

รบกวน แต่มักมีการแปลงสัญญาณให้มีความเรียบเป็นขั้นบันไดโดยไม่จำเป็น เพื่อแก้ปัญหานี้ You และ Kaveh [6] จึงนำเสนอ

เร็กกิวลาร์ไรซ์เซชันแบบลาปลาซ ซึ่งยังคงคุณสมบัติการรักษาขอบของภาพได้เป็นอย่างดี ด้วยเหตุผลดังกล่าวผู้วิจัยจึงได้

ปรับปรุงตัวแบบเชิงการแปรผันสำหรับกำจัดสัญญาณรบกวนแบบผสมซึ่งกำหนดโดย 

              (12) 

หลากหลายคณะวิจัย [3, 7, 8, 9, 13] แสดงให้เห็นถึงความมีประสิทธิภาพในการกำจัดสัญญาณรบกวนจากการผสมพจน์เร็กกิว-

ลาไรซ์เซชันทั้งสองแบบ โดยใช้ข้อดีของทั้งเร็กกิวลาร์ไรซ์เซชัน  และ  ผู้วิจัยจึงได้ปรับปรุงตัวแบบที่ได้

นำเสนอกำหนดโดย 

         (13) 

เมื่อ  และ  แทนพารามิเตอร์ถ่วงน้ำหนักที่ใช้ปรับสมดุลระหว่างพจน์  และ  

2.2 วิธีการไฟไนต์ดิฟเฟอเรนซ์ 

กำหนดให้  

 

แทนโดเมนแบบดิสครีต เพื่อความสะดวก สำหรับแต่ละจุดกริด  เราจะเขียนแทนด้วย  โดยที่พิกัด  

และ  จะวางแนวตามคอลัมน์และแถว ตามลำดับ เพื่อความรวดเร็วในการคำนวณ ในงานวิจัยนี้ทุกตัวดำเนินการเชิงอนุพันธ์

แบบดิสครีตใช้เงื่อนไขค่าขอบแบบคาบ 

 ในที่นี้ สำหรับการประมาณค่าแบบไฟไนต์ดิฟเฟอเรนซข์องอนุพันธ์ย่อยอันดับหนึ่งของ  ที่แต่ละจุดกริด  

สามารถกำหนดโดย  

 

 

  

 

2.3 วิธีการ SB สำหรับตัวแบบที่ได้นำเสนอ 
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2.3.1 ตัวแบบ KKWV-TV 

 วิธ ีการ SB เริ ่มต้นจากการแนะนำตัวแปรเวกเตอร์เสริม  พารามิเตอร์การทำซ้ำเบรกแมน 

(Bregman iterative parameter)  และพารามิเตอร์ตัวโทษ (penalty parameter)  เพื่อแปลงปัญหา

เชิงการแปรผัน (11) เป็น  

            (14) 

ในการหาผลเฉลยของปัญหาเชิงการแปรผัน (14) สามารถทำได้โดยใช้เทคนิคการทำซ้ำแบบสลับ ซึ่งจะเป็นการแก้ปัญหาย่อย

สองปัญหาสำหรับ  และ   โดยจะดำเนินการทำซ้ำแบบสลับจนกระทั่งลำดับของ  สอดคล้องกับเกณฑ์การหยุด 

 หรือ จำนวนรอบการทำซ้ำสูงสุด  รอบ   (15) 

เมื่อ  และ  แทนเวกเตอร์ของ  ที่ได้จากการทำซ้ำรอบปัจจุบันและการทำซ้ำรอบก่อนหน้า และ  แทน

ค่าความแม่นยำ โดยในงานวิจัยนี้กำหนด  และ  สำหรับ  และ  และทำการปรับปรุงพารามิเตอร์ 

  ดังนี้ 

      (16) 

              (17)

              (18) 

สังเกตว่า ปัญหาย่อย  สามารถแก้ได้ด้วยวิธีการหาคำตอบที่มีรูปแบบปิด ในขณะที่การหาคำตอบของปัญหาย่อย  

สามารถหาได้จากสมการออยเลอร์-ลากรานจ์ที่เกี่ยวข้อง  

ปัญหาย่อย  เมื่อตรึงตัวแปร  ใน (16) แล้วใช้แคลคูลัสของการแปรผันเพื่อแก้ปัญหาค่าต่ำที่สุดจะได้สมการ      

ออยเลอร์-ลากรานจ์ดังนี ้

    
             

(19) 

เมื่อทำการดิสครีตไทซ์เซชันโดยวธิีการไฟไนต์ดิฟเฟอเรนซ์ จะได้ว่า 

     
   

 (20) 

โดยที่  

 เพื่อแก้ปัญหาสมการเชิงอนุพันธ์ย่อยไม่เชิงเส้น (20) เราใช้วิธีการทำซ้ำภายในและภายนอกดังนี้  สำหรับการทำซ้ำ

ภายนอก เริ ่มต้นจากการกำหนดคำตอบเริ ่มต้น  (ในกรณีเฉพาะ ) จากนั ้นคำนวณหาลำดับของคำตอบ 

  โดยดำเนินการแก้ระบบสมการของสมการเชิงเส้น 

                   (21) 

( )1 2,
Tw w w=

( )1 2,
Tb b b= 0q >

( ) ( ) ( ) ( )2 21
2

2

min ;
2 2u U

KKWV TVJ w b w d w u b d u z d d
u z
u

aq
a

Î
W W W W

- = W + -Ñ - W + - W+ W
ì ü-ï ï
í ý
ï ïî þ

ò ò ò ò

u w u
[ ] [ ]

[ ]
2

2

2

2

new old

l

new

l

u u

u
e

-
< k

[ ]newu [ ]oldu u 0e >
410e -= 200k = u w

b

[ ] [ ] [ ]( ) ( ) ( )22 21
2argmin

2 2
new old old

u

u z
u w u b d u z d d

u
aq

a
W W W

-
= -Ñ - W+ - W+ W

üì ï
í ý

ïî þ
ò ò ò

[ ] [ ]( )2[ ]argmin
2

new old

w

neww wd w u b d
q

W W

= W+ -Ñ - W
ì ü
í ý
î þ
ò ò

[ ] [ ] [ ] [ ]new old new newb b u w= +Ñ -

u w

u ( );w b

( )
2

2
2

1 1 1

1 zu u z div w b
u

aq q
a a a

æ ö
- D = - - - -ç ÷

è ø

( ) ( ) ( )( ) ( ), , , ,
1

x x y yi j i j i j i j
u u u Gq

a
- + - +- ¶ ¶ -¶ ¶ =

( ) ( ) ( ) ( )( ) ( ) ( )( )( )
( )
( )

2
1 1 2 2, , , , , ,

1 1

2

,
2

,

1x yi j i j i j i j i j i j

i j

i j

G z w b w b
z

u
aq

a a
- -= - ¶ - - ¶ - - -

æ ö
ç ÷
ç ÷
è ø

[ ]0u [ ]0u z=
[ ] [ ] [ ] [ ]1 2 1, , , , ,u u u un n +

! !

[ ]( ) [ ]( ) [ ]( )1 1

, , ,
1

i j i j i j
u u G un n nq

a
+ +- D =

       (14)

ในการหาผลเฉลยของปััญหาเชิิงการแปรผััน (14) สามารถทำได้้โดยใช้้เทคนิิคการทำซ้้ำแบบสลัับ ซึ่่� งจะเป็็นการ

แก้้ปััญหาย่่อยสองปััญหาสำหรัับ u และ w โดยจะดำเนิินการทำซ้้ำแบบสลัับจนกระทั่่�งลำดัับของ u สอดคล้้องกัับ
เกณฑ์์การหยุุด

2.3.1 ตัวแบบ KKWV-TV 

 วิธ ีการ SB เริ ่มต้นจากการแนะนำตัวแปรเวกเตอร์เสริม  พารามิเตอร์การทำซ้ำเบรกแมน 

(Bregman iterative parameter)  และพารามิเตอร์ตัวโทษ (penalty parameter)  เพื่อแปลงปัญหา

เชิงการแปรผัน (11) เป็น  

            (14) 

ในการหาผลเฉลยของปัญหาเชิงการแปรผัน (14) สามารถทำได้โดยใช้เทคนิคการทำซ้ำแบบสลับ ซึ่งจะเป็นการแก้ปัญหาย่อย

สองปัญหาสำหรับ  และ   โดยจะดำเนินการทำซ้ำแบบสลับจนกระทั่งลำดับของ  สอดคล้องกับเกณฑ์การหยุด 

 หรือ จำนวนรอบการทำซ้ำสูงสุด  รอบ   (15) 

เมื่อ  และ  แทนเวกเตอร์ของ  ที่ได้จากการทำซ้ำรอบปัจจุบันและการทำซ้ำรอบก่อนหน้า และ  แทน

ค่าความแม่นยำ โดยในงานวิจัยนี้กำหนด  และ  สำหรับ  และ  และทำการปรับปรุงพารามิเตอร์ 

  ดังนี้ 

      (16) 

              (17)

              (18) 

สังเกตว่า ปัญหาย่อย  สามารถแก้ได้ด้วยวิธีการหาคำตอบที่มีรูปแบบปิด ในขณะที่การหาคำตอบของปัญหาย่อย  

สามารถหาได้จากสมการออยเลอร์-ลากรานจ์ที่เกี่ยวข้อง  

ปัญหาย่อย  เมื่อตรึงตัวแปร  ใน (16) แล้วใช้แคลคูลัสของการแปรผันเพื่อแก้ปัญหาค่าต่ำที่สุดจะได้สมการ      

ออยเลอร์-ลากรานจด์ังนี ้

    
             

(19) 

เมื่อทำการดิสครีตไทซ์เซชันโดยวธิีการไฟไนต์ดิฟเฟอเรนซ์ จะได้ว่า 

     
   

 (20) 

โดยที่  

 เพื่อแก้ปัญหาสมการเชิงอนุพันธ์ย่อยไม่เชิงเส้น (20) เราใช้วิธีการทำซ้ำภายในและภายนอกดังนี้  สำหรับการทำซ้ำ

ภายนอก เริ ่มต้นจากการกำหนดคำตอบเริ ่มต้น  (ในกรณีเฉพาะ ) จากนั ้นคำนวณหาลำดับของคำตอบ 

  โดยดำเนินการแก้ระบบสมการของสมการเชิงเส้น 

                   (21) 
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หรืือ จำนวนรอบการทำซ้้ำสููงสุุด k รอบ        	 	   (15)

เมื่่�อ u[new] และ u[old] แทนเวกเตอร์์ของ u ที่่�ได้้จากการทำซ้้ำรอบปััจจุุบัันและการทำซ้้ำรอบก่่อนหน้้า และ ε > 0 
แทนค่่าความแม่่นยำ โดยในงานวิิจััยนี้้�กำหนด ε = 10-4  และ k = 200  สำหรัับ u และ w และทำการปรัับปรุุง

พารามิิเตอร์์ b ดัังนี้้�

	  

2.3.1 ตัวแบบ KKWV-TV 

 วิธ ีการ SB เริ ่มต้นจากการแนะนำตัวแปรเวกเตอร์เสริม  พารามิเตอร์การทำซ้ำเบรกแมน 

(Bregman iterative parameter)  และพารามิเตอร์ตัวโทษ (penalty parameter)  เพื่อแปลงปัญหา

เชิงการแปรผัน (11) เป็น  

            (14) 

ในการหาผลเฉลยของปัญหาเชิงการแปรผัน (14) สามารถทำได้โดยใช้เทคนิคการทำซ้ำแบบสลับ ซึ่งจะเป็นการแก้ปัญหาย่อย

สองปัญหาสำหรับ  และ   โดยจะดำเนินการทำซ้ำแบบสลับจนกระทั่งลำดับของ  สอดคล้องกับเกณฑ์การหยุด 

 หรือ จำนวนรอบการทำซ้ำสูงสุด  รอบ   (15) 

เมื่อ  และ  แทนเวกเตอร์ของ  ที่ได้จากการทำซ้ำรอบปัจจุบันและการทำซ้ำรอบก่อนหน้า และ  แทน

ค่าความแม่นยำ โดยในงานวิจัยนี้กำหนด  และ  สำหรับ  และ  และทำการปรับปรุงพารามิเตอร์ 

  ดังนี ้

      (16) 

              (17)

              (18) 

สังเกตว่า ปัญหาย่อย  สามารถแก้ได้ด้วยวิธีการหาคำตอบที่มีรูปแบบปิด ในขณะที่การหาคำตอบของปัญหาย่อย  

สามารถหาได้จากสมการออยเลอร์-ลากรานจ์ที่เกี่ยวข้อง  

ปัญหาย่อย  เมื่อตรึงตัวแปร  ใน (16) แล้วใช้แคลคูลัสของการแปรผันเพื่อแก้ปัญหาค่าต่ำที่สุดจะได้สมการ      

ออยเลอร์-ลากรานจ์ดังนี ้

    
             

(19) 

เมื่อทำการดิสครีตไทซ์เซชันโดยวิธีการไฟไนต์ดิฟเฟอเรนซ์ จะได้ว่า 

     
   

 (20) 

โดยที่  

 เพื่อแก้ปัญหาสมการเชิงอนุพันธ์ย่อยไม่เชิงเส้น (20) เราใช้วิธีการทำซ้ำภายในและภายนอกดังนี้  สำหรับการทำซ้ำ

ภายนอก เริ ่มต้นจากการกำหนดคำตอบเริ ่มต้น  (ในกรณีเฉพาะ ) จากนั ้นคำนวณหาลำดับของคำตอบ 

  โดยดำเนินการแก้ระบบสมการของสมการเชิงเส้น 

                   (21) 
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สัังเกตว่่า ปััญหาย่่อย u สามารถแก้้ได้้ด้้วยวิิธีีการหาคำตอบที่่�มีีรููปแบบปิิด ในขณะที่่�การหาคำตอบของปััญหาย่่อย w 
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เมื่่�อทำการดิิสครีีตไทซ์์เซชัันโดยวิิธีีการไฟไนต์์ดิิฟเฟอเรนซ์์ จะได้้ว่่า

2.3.1 ตัวแบบ KKWV-TV 

 วิธ ีการ SB เริ ่มต้นจากการแนะนำตัวแปรเวกเตอร์เสริม  พารามิเตอร์การทำซ้ำเบรกแมน 

(Bregman iterative parameter)  และพารามิเตอร์ตัวโทษ (penalty parameter)  เพื่อแปลงปัญหา

เชิงการแปรผัน (11) เป็น  

            (14) 
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ค่าความแม่นยำ โดยในงานวิจัยนี้กำหนด  และ  สำหรับ  และ  และทำการปรับปรุงพารามิเตอร์ 

  ดังนี้ 

      (16) 
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เมื่่�อใช้้การแปลงฟููเรีียร์์แบบดิิสครีีต F พร้้อมด้้วยเงื่่�อนไขค่่าขอบแบบคาบกัับ (20) จะได้้

เมื่่�อ i ∈ [1,M] และ j ∈ [1,N] แทนดััชนีีในโดเมนเวลา r ∈ [0,M) และ s ∈ [0,N) แทนดััชนีีในโดเมน

ความถี่่� ดัังนั้้�นผลเฉลยของ (20) ถููกกำหนดโดย

จนกระทั่งลำดับของ  สอดคล้องกับเกณฑ์การหยุด (15) สังเกตว่า (21) ถูกทำให้เป็นเชิงเส้นโดยวิธีการทำซ้ำแบบจุดตรึง 

และทำการดิสครีตไทซ์เซชันโดยวธิีการไฟไนต์ดิฟเฟอเรนซ์  โดยที่  แทนดัชนีสำหรับขั้นตอนการทำซ้ำภายนอก และ  

 

เมื่อใช้การแปลงฟูเรียร์แบบดิสครีต  พร้อมด้วยเงื่อนไขค่าขอบแบบคาบกับ (20) จะได้ 

       (22) 

หรือ                        
             

(23) 

เมื่อ 
 
และ   แทนดัชนีในโดเมนเวลา  และ  แทนดัชนีในโดเมนความถี่ 

ดังนั้นผลเฉลยของ (20) ถูกกำหนดโดย 

      
     

(24) 

ในที่นี้ 
 
แทนการแปลงฟูเรียร์ผกผันแบบดิสครีต และ  เป็นส่วนจริงของจำนวนเชิงซ้อน 

ปัญหาย่อย  การคำนวณเวกเตอร์  สามารถคำนวณได้จาก [13] 

        
            

 
 

ซึ่งมีผลเฉลยแม่นตรง (exact solution) คือ 
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และขั้นตอนสุดท้ายคือการปรับปรุงพารามิเตอร์การทำซ้ำเบรกแมน โดยกำหนดให้    
2.3.2 ตัวแบบ KKWV-TL 

 เพื ่อที ่จะแก้ปัญหาการหาค่าต่ำสุดของตัวแบบ KKWV-TL เราเริ ่มต้นจากการแนะนำตัวแปรเวกเตอร์เสริม 
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2.3.1 ตัวแบบ KKWV-TV 

 วิธ ีการ SB เริ ่มต้นจากการแนะนำตัวแปรเวกเตอร์เสริม  พารามิเตอร์การทำซ้ำเบรกแมน 

(Bregman iterative parameter)  และพารามิเตอร์ตัวโทษ (penalty parameter)  เพื่อแปลงปัญหา

เชิงการแปรผัน (11) เป็น  

            (14) 

ในการหาผลเฉลยของปัญหาเชิงการแปรผัน (14) สามารถทำได้โดยใช้เทคนิคการทำซ้ำแบบสลับ ซึ่งจะเป็นการแก้ปัญหาย่อย

สองปัญหาสำหรับ  และ   โดยจะดำเนินการทำซ้ำแบบสลับจนกระทั่งลำดับของ  สอดคล้องกับเกณฑ์การหยุด 

 หรือ จำนวนรอบการทำซ้ำสูงสุด  รอบ   (15) 

เมื่อ  และ  แทนเวกเตอร์ของ  ที่ได้จากการทำซ้ำรอบปัจจุบันและการทำซ้ำรอบก่อนหน้า และ  แทน

ค่าความแม่นยำ โดยในงานวิจัยนี้กำหนด  และ  สำหรับ  และ  และทำการปรับปรุงพารามิเตอร์ 

  ดังนี ้

      (16) 

              (17)

              (18) 

สังเกตว่า ปัญหาย่อย  สามารถแก้ได้ด้วยวิธีการหาคำตอบที่มีรูปแบบปิด ในขณะที่การหาคำตอบของปัญหาย่อย  

สามารถหาได้จากสมการออยเลอร์-ลากรานจ์ที่เกี่ยวข้อง  

ปัญหาย่อย  เมื่อตรึงตัวแปร  ใน (16) แล้วใช้แคลคูลัสของการแปรผันเพื่อแก้ปัญหาค่าต่ำที่สุดจะได้สมการ      

ออยเลอร์-ลากรานจ์ดังนี ้

    
             

(19) 

เมื่อทำการดิสครีตไทซ์เซชันโดยวธิีการไฟไนต์ดิฟเฟอเรนซ์ จะได้ว่า 

     
   

 (20) 

โดยที่  

 เพื่อแก้ปัญหาสมการเชิงอนุพันธ์ย่อยไม่เชิงเส้น (20) เราใช้วิธีการทำซ้ำภายในและภายนอกดังนี้  สำหรับการทำซ้ำ

ภายนอก เริ ่มต้นจากการกำหนดคำตอบเริ ่มต้น  (ในกรณีเฉพาะ ) จากนั ้นคำนวณหาลำดับของคำตอบ 

  โดยดำเนินการแก้ระบบสมการของสมการเชิงเส้น 

                   (21) 
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2.3.1 ตัวแบบ KKWV-TV 

 วิธ ีการ SB เริ ่มต้นจากการแนะนำตัวแปรเวกเตอร์เสริม  พารามิเตอร์การทำซ้ำเบรกแมน 

(Bregman iterative parameter)  และพารามิเตอร์ตัวโทษ (penalty parameter)  เพื่อแปลงปัญหา

เชิงการแปรผัน (11) เป็น  

            (14) 

ในการหาผลเฉลยของปัญหาเชิงการแปรผัน (14) สามารถทำได้โดยใช้เทคนิคการทำซ้ำแบบสลับ ซึ่งจะเป็นการแก้ปัญหาย่อย
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เมื่อ  และ  แทนเวกเตอร์ของ  ที่ได้จากการทำซ้ำรอบปัจจุบันและการทำซ้ำรอบก่อนหน้า และ  แทน
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เมื่อทำการดิสครีตไทซ์เซชันโดยวธิีการไฟไนต์ดิฟเฟอเรนซ์ จะได้ว่า 

     
   

 (20) 

โดยที่  

 เพื่อแก้ปัญหาสมการเชิงอนุพันธ์ย่อยไม่เชิงเส้น (20) เราใช้วิธีการทำซ้ำภายในและภายนอกดังนี้  สำหรับการทำซ้ำ

ภายนอก เริ ่มต้นจากการกำหนดคำตอบเริ ่มต้น  (ในกรณีเฉพาะ ) จากนั ้นคำนวณหาลำดับของคำตอบ 

  โดยดำเนินการแก้ระบบสมการของสมการเชิงเส้น 

                   (21) 

( )1 2,
Tw w w=

( )1 2,
Tb b b= 0q >

( ) ( ) ( ) ( )2 21
2

2

min ;
2 2u U

KKWV TVJ w b w d w u b d u z d d
u z
u

aq
a

Î
W W W W

- = W + -Ñ - W + - W+ W
ì ü-ï ï
í ý
ï ïî þ

ò ò ò ò

u w u
[ ] [ ]

[ ]
2

2

2

2

new old

l

new

l

u u

u
e

-
< k

[ ]newu [ ]oldu u 0e >
410e -= 200k = u w

b

[ ] [ ] [ ]( ) ( ) ( )22 21
2argmin

2 2
new old old

u

u z
u w u b d u z d d

u
aq

a
W W W

-
= -Ñ - W+ - W+ W

üì ï
í ý

ïî þ
ò ò ò

[ ] [ ]( )2[ ]argmin
2

new old

w

neww wd w u b d
q

W W

= W+ -Ñ - W
ì ü
í ý
î þ
ò ò

[ ] [ ] [ ] [ ]new old new newb b u w= +Ñ -

u w

u ( );w b

( )
2

2
2

1 1 1

1 zu u z div w b
u

aq q
a a a

æ ö
- D = - - - -ç ÷

è ø

( ) ( ) ( )( ) ( ), , , ,
1

x x y yi j i j i j i j
u u u Gq

a
- + - +- ¶ ¶ -¶ ¶ =

( ) ( ) ( ) ( )( ) ( ) ( )( )( )
( )
( )

2
1 1 2 2, , , , , ,

1 1

2

,
2

,

1x yi j i j i j i j i j i j

i j

i j

G z w b w b
z

u
aq

a a
- -= - ¶ - - ¶ - - -

æ ö
ç ÷
ç ÷
è ø

[ ]0u [ ]0u z=
[ ] [ ] [ ] [ ]1 2 1, , , , ,u u u un n +

! !

[ ]( ) [ ]( ) [ ]( )1 1

, , ,
1

i j i j i j
u u G un n nq

a
+ +- D =

 (17)

 (18)
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ปีที่ 32 ฉบับที่ 5 กันยายน-ตุลาคม 2567	 วารสารวิทยาศาสตร์และเทคโนโลยี

จนกระทั่งลำดับของ  สอดคล้องกับเกณฑ์การหยุด (15) สังเกตว่า (21) ถูกทำให้เป็นเชิงเส้นโดยวิธีการทำซ้ำแบบจุดตรึง 

และทำการดิสครีตไทซ์เซชันโดยวธิีการไฟไนต์ดิฟเฟอเรนซ์  โดยที่  แทนดัชนีสำหรับขั้นตอนการทำซ้ำภายนอก และ  

 

เมื่อใช้การแปลงฟูเรียร์แบบดิสครีต  พร้อมด้วยเงื่อนไขค่าขอบแบบคาบกับ (20) จะได้ 

       (22) 

หรือ                        
             

(23) 

เมื่อ 
 
และ   แทนดัชนีในโดเมนเวลา  และ  แทนดัชนีในโดเมนความถี่ 

ดังนั้นผลเฉลยของ (20) ถูกกำหนดโดย 

      
     

(24) 

ในที่นี้ 
 
แทนการแปลงฟูเรียร์ผกผันแบบดิสครีต และ  เป็นส่วนจริงของจำนวนเชิงซ้อน 

ปัญหาย่อย  การคำนวณเวกเตอร์  สามารถคำนวณได้จาก [13] 

        
            

 
 

ซึ่งมีผลเฉลยแม่นตรง (exact solution) คือ 

             (25)  

และขั้นตอนสุดท้ายคือการปรับปรุงพารามิเตอร์การทำซ้ำเบรกแมน โดยกำหนดให้    
2.3.2 ตัวแบบ KKWV-TL 

 เพื ่อที ่จะแก้ปัญหาการหาค่าต่ำสุดของตัวแบบ KKWV-TL เราเริ ่มต้นจากการแนะนำตัวแปรเวกเตอร์เสริม 

 พารามิเตอร์การทำซ้ำเบรกแมน  และพารามิเตอร์ตัวโทษ  เพื่อแปลงปัญหาเชิงการ
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และทำการดิสครีตไทซ์เซชันโดยวธิีการไฟไนต์ดิฟเฟอเรนซ์  โดยที่  แทนดัชนีสำหรับขั้นตอนการทำซ้ำภายนอก และ  
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ซึ่่�งมีีผลเฉลยแม่่นตรง (exact solution) คืือ
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w = (w1 , w2 )
T พารามิิเตอร์์การทำซ้้ำเบรกแมน b = (b1 , b2 )

T และพารามิิเตอร์์ตััวโทษ θ > 0 เพื่่�อแปลงปััญหา
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u และ w และทำการปรัับปรุุงพารามิิเตอร์์ b ดัังนี้้�
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ปััญหาย่่อย u เมื่่�อตรึึงตััวแปร (w;b) ใน (27) แล้้วใช้้แคลคููลััสของการแปรผัันเพื่่�อแก้้ปััญหาค่่าต่่ำที่่�สุุดจะได้้สมการ

ออยเลอร์์-ลากรานจ์์ดัังนี้้�

ปัญหาย่อย  เมื่อตรึงตัวแปร  ใน (27) แล้วใช้แคลคูลัสของการแปรผันเพื่อแก้ปัญหาค่าต่ำที่สุดจะได้สมการ      

ออยเลอร์-ลากรานจด์ังนี ้

      
       

(30) 

เมื่อทำการดิสครีตไทซ์เซชันโดยวิธีการไฟไนต์ดิฟเฟอเรนซ์ จะได้ว่า 

    (31) 

โดยที่  

 เพื่อแก้ปัญหาสมการเชิงอนุพันธ์ย่อยไม่เชิงเส้น (31) เราใช้วิธีการทำซ้ำภายในและภายนอกดังนี้  สำหรับการทำซ้ำ

ภายนอก เริ ่มต้นจากการกำหนดคำตอบเริ ่มต้น  (ในกรณีเฉพาะ ) จากนั ้นคำนวณหาลำดับของคำตอบ 

  โดยดำเนินการแก้ระบบสมการของสมการเชิงเส้น 

                  (32) 

จนกระทั่งลำดับของ  สอดคล้องกับเกณฑ์การหยุด (15) สังเกตว่า (32) ถูกทำให้เป็นเชิงเส้นโดยวิธีการทำซ้ำแบบจุดตรึง 

และทำการดิสครีตไทซ์เซชันโดยวธิีการไฟไนต์ดิฟเฟอเรนซ์  โดยที่  แทนดัชนีสำหรับขั้นตอนการทำซ้ำภายนอก และ  

   

เมื่อใช้การแปลงฟูเรียร์แบบดิสครีต พร้อมด้วยเงื่อนไขคา่ขอบแบบคาบ กับ (31) จะได้ 

    

หรือ             
    

 

เมื่อ 
 
และ   แทนดัชนีในโดเมนเวลา  และ  แทนดัชนีในโดเมนความถี่ 

ดังนั้นผลเฉลยของ (31) ถูกกำหนดโดย 

        
      

 

ในที่นี้ 
 
แทนการแปลงฟูเรียร์ผกผันแบบดิสครีต และ  เป็นส่วนจริงของจำนวนเชิงซ้อน 

ปัญหาย่อย  ในการคำนวณเวกเตอร์  สามารถคำนวณได้จาก  
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เมื่่�อทำการดิิสครีีตไทซ์์เซชัันโดยวิิธีีการไฟไนต์์ดิิฟเฟอเรนซ์์ จะได้้ว่่า

ปัญหาย่อย  เมื่อตรึงตัวแปร  ใน (27) แล้วใช้แคลคูลัสของการแปรผันเพื่อแก้ปัญหาค่าต่ำที่สุดจะได้สมการ      

ออยเลอร์-ลากรานจ์ดังนี ้

      
       

(30) 

เมื่อทำการดิสครีตไทซ์เซชันโดยวิธีการไฟไนต์ดิฟเฟอเรนซ์ จะได้ว่า 

    (31) 

โดยที่  

 เพื่อแก้ปัญหาสมการเชิงอนุพันธ์ย่อยไม่เชิงเส้น (31) เราใช้วิธีการทำซ้ำภายในและภายนอกดังนี้  สำหรับการทำซ้ำ

ภายนอก เริ ่มต้นจากการกำหนดคำตอบเริ ่มต้น  (ในกรณีเฉพาะ ) จากนั ้นคำนวณหาลำดับของคำตอบ 

  โดยดำเนินการแก้ระบบสมการของสมการเชิงเส้น 

                  (32) 

จนกระทั่งลำดับของ  สอดคล้องกับเกณฑ์การหยุด (15) สังเกตว่า (32) ถูกทำให้เป็นเชิงเส้นโดยวิธีการทำซ้ำแบบจุดตรึง 

และทำการดิสครีตไทซ์เซชันโดยวธิีการไฟไนต์ดิฟเฟอเรนซ์  โดยที่  แทนดัชนีสำหรับขั้นตอนการทำซ้ำภายนอก และ  

   

เมื่อใช้การแปลงฟูเรียร์แบบดิสครีต พร้อมด้วยเงื่อนไขคา่ขอบแบบคาบ กับ (31) จะได้ 

    

หรือ             
    

 

เมื่อ 
 
และ   แทนดัชนีในโดเมนเวลา  และ  แทนดัชนีในโดเมนความถี่ 

ดังนั้นผลเฉลยของ (31) ถูกกำหนดโดย 

        
      

 

ในที่นี้ 
 
แทนการแปลงฟูเรียร์ผกผันแบบดิสครีต และ  เป็นส่วนจริงของจำนวนเชิงซ้อน 

ปัญหาย่อย  ในการคำนวณเวกเตอร์  สามารถคำนวณได้จาก  

        
            

 
 

ซึ่งผลเฉลยแม่นตรงคือ 
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ปัญหาย่อย  เมื่อตรึงตัวแปร  ใน (27) แล้วใช้แคลคูลัสของการแปรผันเพื่อแก้ปัญหาค่าต่ำที่สุดจะได้สมการ      

ออยเลอร์-ลากรานจ์ดังนี ้

      
       

(30) 

เมื่อทำการดิสครีตไทซ์เซชันโดยวิธีการไฟไนต์ดิฟเฟอเรนซ์ จะได้ว่า 

    (31) 

โดยที่  

 เพื่อแก้ปัญหาสมการเชิงอนุพันธ์ย่อยไม่เชิงเส้น (31) เราใช้วิธีการทำซ้ำภายในและภายนอกดังนี้  สำหรับการทำซ้ำ

ภายนอก เริ ่มต้นจากการกำหนดคำตอบเริ ่มต้น  (ในกรณีเฉพาะ ) จากนั ้นคำนวณหาลำดับของคำตอบ 

  โดยดำเนินการแก้ระบบสมการของสมการเชิงเส้น 

                  (32) 

จนกระทั่งลำดับของ  สอดคล้องกับเกณฑ์การหยุด (15) สังเกตว่า (32) ถูกทำให้เป็นเชิงเส้นโดยวิธีการทำซ้ำแบบจุดตรึง 

และทำการดิสครีตไทซ์เซชันโดยวธิีการไฟไนต์ดิฟเฟอเรนซ์  โดยที่  แทนดัชนีสำหรับขั้นตอนการทำซ้ำภายนอก และ  

   

เมื่อใช้การแปลงฟูเรียร์แบบดิสครีต พร้อมด้วยเงื่อนไขคา่ขอบแบบคาบ กับ (31) จะได้ 

    

หรือ             
    

 

เมื่อ 
 
และ   แทนดัชนีในโดเมนเวลา  และ  แทนดัชนีในโดเมนความถี่ 

ดังนั้นผลเฉลยของ (31) ถูกกำหนดโดย 

        
      

 

ในที่นี้ 
 
แทนการแปลงฟูเรียร์ผกผันแบบดิสครีต และ  เป็นส่วนจริงของจำนวนเชิงซ้อน 

ปัญหาย่อย  ในการคำนวณเวกเตอร์  สามารถคำนวณได้จาก  

        
            

 
 

ซึ่งผลเฉลยแม่นตรงคือ 
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เพื่่�อแก้้ปััญหาสมการเชิิงอนุุพัันธ์์ย่่อยไม่่เชิิงเส้้น (31) เราใช้้วิิธีีการทำซ้้ำภายในและภายนอกดัังนี้้�  สำหรัับการ

ทำซ้้ำภายนอก เริ่่�มต้้นจากการกำหนดคำตอบเริ่่�มต้้น u[0]  (ในกรณีีเฉพาะ  u[0]= z ) จากนั้้�นคำนวณหาลำดัับของ

คำตอบ u[1] , u[2] ,...,u[v] , u[v+1] ,...    โดยดำเนิินการแก้้ระบบสมการของสมการเชิิงเส้้น

 (25)

 (26)

 (27)

 (28)

 (29)

 (30)

 (31)

โดยที่่� 
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จนกระทั่่�งลำดัับของ u สอดคล้้องกัับเกณฑ์์การหยุุด (15) สัังเกตว่่า (32) ถููกทำให้้เป็็นเชิิงเส้้นโดยวิิธีีการทำซ้้ำแบบจุุด

ตรึึง และทำการดิิสครีีตไทซ์์เซชัันโดยวิิธีีการไฟไนต์์ดิิฟเฟอเรนซ์์ โดยที่่� v แทนดััชนีีสำหรัับขั้้�นตอนการทำซ้้ำภายนอก

และ 

ปัญหาย่อย  เมื่อตรึงตัวแปร  ใน (27) แล้วใช้แคลคูลัสของการแปรผันเพื่อแก้ปัญหาค่าต่ำที่สุดจะได้สมการ      

ออยเลอร์-ลากรานจ์ดังนี ้

      
       

(30) 

เมื่อทำการดิสครีตไทซ์เซชันโดยวิธีการไฟไนต์ดิฟเฟอเรนซ์ จะได้ว่า 

    (31) 

โดยที่  

 เพื่อแก้ปัญหาสมการเชิงอนุพันธ์ย่อยไม่เชิงเส้น (31) เราใช้วิธีการทำซ้ำภายในและภายนอกดังนี้  สำหรับการทำซ้ำ

ภายนอก เริ ่มต้นจากการกำหนดคำตอบเริ ่มต้น  (ในกรณีเฉพาะ ) จากนั ้นคำนวณหาลำดับของคำตอบ 

  โดยดำเนินการแก้ระบบสมการของสมการเชิงเส้น 

                  (32) 

จนกระทั่งลำดับของ  สอดคล้องกับเกณฑ์การหยุด (15) สังเกตว่า (32) ถูกทำให้เป็นเชิงเส้นโดยวิธีการทำซ้ำแบบจุดตรึง 

และทำการดิสครีตไทซ์เซชันโดยวธิีการไฟไนต์ดิฟเฟอเรนซ์  โดยที่  แทนดัชนีสำหรับขั้นตอนการทำซ้ำภายนอก และ  

   

เมื่อใช้การแปลงฟูเรียร์แบบดิสครีต พร้อมด้วยเงื่อนไขคา่ขอบแบบคาบ กับ (31) จะได้ 

    

หรือ             
    

 

เมื่อ 
 
และ   แทนดัชนีในโดเมนเวลา  และ  แทนดัชนีในโดเมนความถี่ 

ดังนั้นผลเฉลยของ (31) ถูกกำหนดโดย 

        
      

 

ในที่นี้ 
 
แทนการแปลงฟูเรียร์ผกผันแบบดิสครีต และ  เป็นส่วนจริงของจำนวนเชิงซ้อน 

ปัญหาย่อย  ในการคำนวณเวกเตอร์  สามารถคำนวณได้จาก  

        
            

 
 

ซึ่งผลเฉลยแม่นตรงคือ 
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เมื่่�อใช้้การแปลงฟููเรีียร์์แบบดิิสครีีต F พร้้อมด้้วยเงื่่�อนไขค่่าขอบแบบคาบ กัับ (31) จะได้้

ปัญหาย่อย  เมื่อตรึงตัวแปร  ใน (27) แล้วใช้แคลคูลัสของการแปรผันเพื่อแก้ปัญหาค่าต่ำที่สุดจะได้สมการ      

ออยเลอร์-ลากรานจ์ดังนี ้

      
       

(30) 

เมื่อทำการดิสครีตไทซ์เซชันโดยวิธีการไฟไนต์ดิฟเฟอเรนซ์ จะได้ว่า 

    (31) 

โดยที่  

 เพื่อแก้ปัญหาสมการเชิงอนุพันธ์ย่อยไม่เชิงเส้น (31) เราใช้วิธีการทำซ้ำภายในและภายนอกดังนี้  สำหรับการทำซ้ำ

ภายนอก เริ ่มต้นจากการกำหนดคำตอบเริ ่มต้น  (ในกรณีเฉพาะ ) จากนั ้นคำนวณหาลำดับของคำตอบ 

  โดยดำเนินการแก้ระบบสมการของสมการเชิงเส้น 

                  (32) 

จนกระทั่งลำดับของ  สอดคล้องกับเกณฑ์การหยุด (15) สังเกตว่า (32) ถูกทำให้เป็นเชิงเส้นโดยวิธีการทำซ้ำแบบจุดตรึง 

และทำการดิสครีตไทซ์เซชันโดยวธิีการไฟไนต์ดิฟเฟอเรนซ์  โดยที่  แทนดัชนีสำหรับขั้นตอนการทำซ้ำภายนอก และ  

   

เมื่อใช้การแปลงฟูเรียร์แบบดิสครีต พร้อมด้วยเงื่อนไขคา่ขอบแบบคาบ กับ (31) จะได้ 

    

หรือ             
    

 

เมื่อ 
 
และ   แทนดัชนีในโดเมนเวลา  และ  แทนดัชนีในโดเมนความถี่ 

ดังนั้นผลเฉลยของ (31) ถูกกำหนดโดย 

        
      

 

ในที่นี้ 
 
แทนการแปลงฟูเรียร์ผกผันแบบดิสครีต และ  เป็นส่วนจริงของจำนวนเชิงซ้อน 

ปัญหาย่อย  ในการคำนวณเวกเตอร์  สามารถคำนวณได้จาก  

        
            

 
 

ซึ่งผลเฉลยแม่นตรงคือ 
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หรืือ         	     

ปัญหาย่อย  เมื่อตรึงตัวแปร  ใน (27) แล้วใช้แคลคูลัสของการแปรผันเพื่อแก้ปัญหาค่าต่ำที่สุดจะได้สมการ      

ออยเลอร์-ลากรานจ์ดังนี ้

      
       

(30) 

เมื่อทำการดิสครีตไทซ์เซชันโดยวิธีการไฟไนต์ดิฟเฟอเรนซ์ จะได้ว่า 

    (31) 

โดยที่  

 เพื่อแก้ปัญหาสมการเชิงอนุพันธ์ย่อยไม่เชิงเส้น (31) เราใช้วิธีการทำซ้ำภายในและภายนอกดังนี้  สำหรับการทำซ้ำ

ภายนอก เริ ่มต้นจากการกำหนดคำตอบเริ ่มต้น  (ในกรณีเฉพาะ ) จากนั ้นคำนวณหาลำดับของคำตอบ 

  โดยดำเนินการแก้ระบบสมการของสมการเชิงเส้น 

                  (32) 

จนกระทั่งลำดับของ  สอดคล้องกับเกณฑ์การหยุด (15) สังเกตว่า (32) ถูกทำให้เป็นเชิงเส้นโดยวิธีการทำซ้ำแบบจุดตรึง 

และทำการดิสครีตไทซ์เซชันโดยวธิีการไฟไนต์ดิฟเฟอเรนซ์  โดยที่  แทนดัชนีสำหรับขั้นตอนการทำซ้ำภายนอก และ  

   

เมื่อใช้การแปลงฟูเรียร์แบบดิสครีต พร้อมด้วยเงื่อนไขคา่ขอบแบบคาบ กับ (31) จะได้ 

    

หรือ             
    

 

เมื่อ 
 
และ   แทนดัชนีในโดเมนเวลา  และ  แทนดัชนีในโดเมนความถี่ 

ดังนั้นผลเฉลยของ (31) ถูกกำหนดโดย 

        
      

 

ในที่นี้ 
 
แทนการแปลงฟูเรียร์ผกผันแบบดิสครีต และ  เป็นส่วนจริงของจำนวนเชิงซ้อน 

ปัญหาย่อย  ในการคำนวณเวกเตอร์  สามารถคำนวณได้จาก  

        
            

 
 

ซึ่งผลเฉลยแม่นตรงคือ 
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เมื่่�อ i ∈ [1,M] และ j ∈ [1,N] แทนดััชนีีในโดเมนเวลา r ∈ [0,M)  และ s ∈ [0,N) แทนดััชนีีในโดเมนความถี่่� 

ดัังนั้้�นผลเฉลยของ (31) ถููกกำหนดโดย 

ปัญหาย่อย  เมื่อตรึงตัวแปร  ใน (27) แล้วใช้แคลคูลัสของการแปรผันเพื่อแก้ปัญหาค่าต่ำที่สุดจะได้สมการ      

ออยเลอร์-ลากรานจ์ดังนี ้

      
       

(30) 

เมื่อทำการดิสครีตไทซ์เซชันโดยวิธีการไฟไนต์ดิฟเฟอเรนซ์ จะได้ว่า 

    (31) 

โดยที่  

 เพื่อแก้ปัญหาสมการเชิงอนุพันธ์ย่อยไม่เชิงเส้น (31) เราใช้วิธีการทำซ้ำภายในและภายนอกดังนี้  สำหรับการทำซ้ำ

ภายนอก เริ ่มต้นจากการกำหนดคำตอบเริ ่มต้น  (ในกรณีเฉพาะ ) จากนั ้นคำนวณหาลำดับของคำตอบ 

  โดยดำเนินการแก้ระบบสมการของสมการเชิงเส้น 

                  (32) 

จนกระทั่งลำดับของ  สอดคล้องกับเกณฑ์การหยุด (15) สังเกตว่า (32) ถูกทำให้เป็นเชิงเส้นโดยวิธีการทำซ้ำแบบจุดตรึง 

และทำการดิสครีตไทซ์เซชันโดยวธิีการไฟไนต์ดิฟเฟอเรนซ์  โดยที่  แทนดัชนีสำหรับขั้นตอนการทำซ้ำภายนอก และ  

   

เมื่อใช้การแปลงฟูเรียร์แบบดิสครีต พร้อมด้วยเงื่อนไขคา่ขอบแบบคาบ กับ (31) จะได้ 

    

หรือ             
    

 

เมื่อ 
 
และ   แทนดัชนีในโดเมนเวลา  และ  แทนดัชนีในโดเมนความถี่ 

ดังนั้นผลเฉลยของ (31) ถูกกำหนดโดย 

        
      

 

ในที่นี้ 
 
แทนการแปลงฟูเรียร์ผกผันแบบดิสครีต และ  เป็นส่วนจริงของจำนวนเชิงซ้อน 

ปัญหาย่อย  ในการคำนวณเวกเตอร์  สามารถคำนวณได้จาก  

        
            

 
 

ซึ่งผลเฉลยแม่นตรงคือ 
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ในที่่�นี้้� F -1 แทนการแปลงฟููเรีียร์์ผกผัันแบบดิิสครีีต และ Re เป็็นส่่วนจริิงของจำนวนเชิิงซ้้อน 

ปััญหาย่่อย w การคำนวณเวกเตอร์์ w สามารถคำนวณได้้จาก

ปัญหาย่อย  เมื่อตรึงตัวแปร  ใน (27) แล้วใช้แคลคูลัสของการแปรผันเพื่อแก้ปัญหาค่าต่ำที่สุดจะได้สมการ      

ออยเลอร์-ลากรานจ์ดังนี ้

      
       

(30) 

เมื่อทำการดิสครีตไทซ์เซชันโดยวิธีการไฟไนต์ดิฟเฟอเรนซ์ จะได้ว่า 

    (31) 

โดยที่  

 เพื่อแก้ปัญหาสมการเชิงอนุพันธ์ย่อยไม่เชิงเส้น (31) เราใช้วิธีการทำซ้ำภายในและภายนอกดังนี้  สำหรับการทำซ้ำ

ภายนอก เริ ่มต้นจากการกำหนดคำตอบเริ ่มต้น  (ในกรณีเฉพาะ ) จากนั ้นคำนวณหาลำดับของคำตอบ 

  โดยดำเนินการแก้ระบบสมการของสมการเชิงเส้น 

                  (32) 

จนกระทั่งลำดับของ  สอดคล้องกับเกณฑ์การหยุด (15) สังเกตว่า (32) ถูกทำให้เป็นเชิงเส้นโดยวิธีการทำซ้ำแบบจุดตรึง 

และทำการดิสครีตไทซ์เซชันโดยวธิีการไฟไนต์ดิฟเฟอเรนซ์  โดยที่  แทนดัชนีสำหรับขั้นตอนการทำซ้ำภายนอก และ  

   

เมื่อใช้การแปลงฟูเรียร์แบบดิสครีต พร้อมด้วยเงื่อนไขคา่ขอบแบบคาบ กับ (31) จะได้ 

    

หรือ             
    

 

เมื่อ 
 
และ   แทนดัชนีในโดเมนเวลา  และ  แทนดัชนีในโดเมนความถี่ 

ดังนั้นผลเฉลยของ (31) ถูกกำหนดโดย 

        
      

 

ในที่นี้ 
 
แทนการแปลงฟูเรียร์ผกผันแบบดิสครีต และ  เป็นส่วนจริงของจำนวนเชิงซ้อน 

ปัญหาย่อย  ในการคำนวณเวกเตอร์  สามารถคำนวณได้จาก  

        
            

 
 

ซึ่งผลเฉลยแม่นตรงคือ 
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ซึ่่�งผลเฉลยแม่่นตรงคืือ

ปัญหาย่อย  เมื่อตรึงตัวแปร  ใน (27) แล้วใช้แคลคูลัสของการแปรผันเพื่อแก้ปัญหาค่าต่ำที่สุดจะได้สมการ      

ออยเลอร์-ลากรานจด์ังนี้ 

      
       

(30) 

เมื่อทำการดิสครีตไทซ์เซชันโดยวิธีการไฟไนต์ดิฟเฟอเรนซ์ จะได้ว่า 

    (31) 

โดยที่  

 เพื่อแก้ปัญหาสมการเชิงอนุพันธ์ย่อยไม่เชิงเส้น (31) เราใช้วิธีการทำซ้ำภายในและภายนอกดังนี้  สำหรับการทำซ้ำ

ภายนอก เริ ่มต้นจากการกำหนดคำตอบเริ ่มต้น  (ในกรณีเฉพาะ ) จากนั ้นคำนวณหาลำดับของคำตอบ 

  โดยดำเนินการแก้ระบบสมการของสมการเชิงเส้น 

                  (32) 

จนกระทั่งลำดับของ  สอดคล้องกับเกณฑ์การหยุด (15) สังเกตว่า (32) ถูกทำให้เป็นเชิงเส้นโดยวิธีการทำซ้ำแบบจุดตรึง 

และทำการดิสครีตไทซ์เซชันโดยวธิีการไฟไนต์ดิฟเฟอเรนซ์  โดยที่  แทนดัชนีสำหรับขั้นตอนการทำซ้ำภายนอก และ  

   

เมื่อใช้การแปลงฟูเรียร์แบบดิสครีต พร้อมด้วยเงื่อนไขคา่ขอบแบบคาบ กับ (31) จะได้ 

    

หรือ             
    

 

เมื่อ 
 
และ   แทนดัชนีในโดเมนเวลา  และ  แทนดัชนีในโดเมนความถี่ 

ดังนั้นผลเฉลยของ (31) ถูกกำหนดโดย 

        
      

 

ในที่นี้ 
 
แทนการแปลงฟูเรียร์ผกผันแบบดิสครีต และ  เป็นส่วนจริงของจำนวนเชิงซ้อน 

ปัญหาย่อย  ในการคำนวณเวกเตอร์  สามารถคำนวณได้จาก  

        
            

 
 

ซึ่งผลเฉลยแม่นตรงคือ 
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และขั้้�นตอนสุุดท้้ายคืือการปรัับปรุุงพารามิิเตอร์์การทำซ้้ำเบรกแมน โดยกำหนดให้้ b ← b + Δu ‒ w 

2.3.3 ตััวแบบ KKWV-TVL

ในทำนองเดีียวกััน เราเริ่่�มต้้นจากการแนะนำตััวแปรเวกเตอร์์เสริิม (w, v) พารามิิเตอร์์การทำซ้้ำเบรกแมน 
(b, c) และพารามิิเตอร์์ตััวโทษ (θ1,θ2) และแปลงปััญหาเชิิงการแปรผััน (13) ได้้เป็็น 

 (33)

และขั้นตอนสุดท้ายคือการปรับปรุงพารามิเตอร์การทำซ้ำเบรกแมน โดยกำหนดให้    
2.3.3 ตัวแบบ KKWV-TVL 

 ในทำนองเดียวกัน เราเริ ่มต้นจากการแนะนำตัวแปรเวกเตอร์เสริม  พารามิเตอร์การทำซ้ำเบรกแมน 

 และพารามิเตอร์ตัวโทษ  และแปลงปัญหาเชิงการแปรผัน (13) ได้เป็น  

 

                           (33) 

จากนั้นใช้เทคนิคการทำซ้ำแบบสลับในการแก้ปัญหาย่อย โดยจะดำเนินการทำซ้ำแบบสลับจนกระทั่งลำดับของ  สอดคล้อง

กับเกณฑ์การหยุด (15)  

  เพื่อแก้ปัญหาค่าต่ำที่สุด เราตรึงตัวแปร  แล้วใช้แคลคูลัสของการแปรผันจะได้สมการออยเลอร์-    

ลากรานจ์ดังนี้ 

         (34) 

สำหรับ ,  และ  และทำการปรับปรุงพารามิเตอร์  และ  ดังนี้ 

  

                    

            

 

 

            
จากนั้นทำการดิสครีตไทซ์เซชันโดยวิธีการไฟไนต์ดิฟเฟอเรนซ์ และใช้การแปลงฟูเรียร์แบบดิสครีต พร้อมด้วยเงื่อนไข     

ค่าขอบแบบคาบกับ (34) จะได้คำตอบกำหนดโดย 

      
          

ในที่นี้ 
 
แทนการแปลงฟูเรียร์ผกผันแบบดิสครีต,  เป็นส่วนจริงของจำนวนเชิงซ้อน,  และ  

เป็นพจน์ทางขวามือของ (34) โดยที่  และ 

 

สำหรับปัญหาดิสครีตไทซ์สำหรับเวกเตอร์  และ  มีผลเฉลยแม่นตรง คือ 
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และขั้นตอนสุดท้ายคือการปรับปรุงพารามิเตอร์การทำซ้ำเบรกแมน โดยกำหนดให้    
2.3.3 ตัวแบบ KKWV-TVL 

 ในทำนองเดียวกัน เราเริ ่มต้นจากการแนะนำตัวแปรเวกเตอร์เสริม  พารามิเตอร์การทำซ้ำเบรกแมน 

 และพารามิเตอร์ตัวโทษ  และแปลงปัญหาเชิงการแปรผัน (13) ได้เป็น  

 

                           (33) 

จากนั้นใช้เทคนิคการทำซ้ำแบบสลับในการแก้ปัญหาย่อย โดยจะดำเนินการทำซ้ำแบบสลับจนกระทั่งลำดับของ  สอดคล้อง

กับเกณฑ์การหยุด (15)  

  เพื่อแก้ปัญหาค่าต่ำที่สุด เราตรึงตัวแปร  แล้วใช้แคลคูลัสของการแปรผันจะได้สมการออยเลอร์-    

ลากรานจ์ดังนี้ 

         (34) 

สำหรับ ,  และ  และทำการปรับปรุงพารามิเตอร์  และ  ดังนี้ 

  

                    

            

 

 

            
จากนั้นทำการดิสครีตไทซ์เซชันโดยวิธีการไฟไนต์ดิฟเฟอเรนซ์ และใช้การแปลงฟูเรียร์แบบดิสครีต พร้อมด้วยเงื่อนไข     

ค่าขอบแบบคาบกับ (34) จะได้คำตอบกำหนดโดย 

      
          

ในที่นี้ 
 
แทนการแปลงฟูเรียร์ผกผันแบบดิสครีต,  เป็นส่วนจริงของจำนวนเชิงซ้อน,  และ  

เป็นพจน์ทางขวามือของ (34) โดยที่  และ 

 

สำหรับปัญหาดิสครีตไทซ์สำหรับเวกเตอร์  และ  มีผลเฉลยแม่นตรง คือ 
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ปีที่ 32 ฉบับที่ 5 กันยายน-ตุลาคม 2567	 วารสารวิทยาศาสตร์และเทคโนโลยี
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2.3.3 ตัวแบบ KKWV-TVL 

 ในทำนองเดียวกัน เราเริ ่มต้นจากการแนะนำตัวแปรเวกเตอร์เสริม  พารามิเตอร์การทำซ้ำเบรกแมน 

 และพารามิเตอร์ตัวโทษ  และแปลงปัญหาเชิงการแปรผัน (13) ได้เป็น  

 

                           (33) 

จากนั้นใช้เทคนิคการทำซ้ำแบบสลับในการแก้ปัญหาย่อย โดยจะดำเนินการทำซ้ำแบบสลับจนกระทั่งลำดับของ  สอดคล้อง

กับเกณฑ์การหยุด (15)  

  เพื่อแก้ปัญหาค่าต่ำที่สุด เราตรึงตัวแปร  แล้วใช้แคลคูลัสของการแปรผันจะได้สมการออยเลอร์-    

ลากรานจ์ดังนี ้

         (34) 

สำหรับ ,  และ  และทำการปรับปรุงพารามิเตอร์  และ  ดังนี้ 

  

                    

            

 

 

            
จากนั้นทำการดิสครีตไทซ์เซชันโดยวิธีการไฟไนต์ดิฟเฟอเรนซ์ และใช้การแปลงฟูเรียร์แบบดิสครีต พร้อมด้วยเงื่อนไข     

ค่าขอบแบบคาบกับ (34) จะได้คำตอบกำหนดโดย 

      
          

ในที่นี้ 
 
แทนการแปลงฟูเรียร์ผกผันแบบดิสครีต,  เป็นส่วนจริงของจำนวนเชิงซ้อน,  และ  

เป็นพจน์ทางขวามือของ (34) โดยที่  และ 

 

สำหรับปัญหาดิสครีตไทซ์สำหรับเวกเตอร์  และ  มีผลเฉลยแม่นตรง คือ 
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จากนั้้�นทำการดิสิครีตีไทซ์เ์ซชันัโดยวิธิีกีารไฟไนต์ด์ิฟิเฟอเรนซ์ ์และใช้ก้ารแปลงฟูเูรียีร์แ์บบดิสิครีตี F พร้อ้มด้ว้ยเงื่่�อนไข 

ค่่าขอบแบบคาบกัับ (34) จะได้้คำตอบกำหนดโดย

และขั้นตอนสุดท้ายคือการปรับปรุงพารามิเตอร์การทำซ้ำเบรกแมน โดยกำหนดให้    
2.3.3 ตัวแบบ KKWV-TVL 

 ในทำนองเดียวกัน เราเริ ่มต้นจากการแนะนำตัวแปรเวกเตอร์เสริม  พารามิเตอร์การทำซ้ำเบรกแมน 

 และพารามิเตอร์ตัวโทษ  และแปลงปัญหาเชิงการแปรผัน (13) ได้เป็น  

 

                           (33) 

จากนั้นใช้เทคนิคการทำซ้ำแบบสลับในการแก้ปัญหาย่อย โดยจะดำเนินการทำซ้ำแบบสลับจนกระทั่งลำดับของ  สอดคล้อง

กับเกณฑ์การหยุด (15)  

  เพื่อแก้ปัญหาค่าต่ำที่สุด เราตรึงตัวแปร  แล้วใช้แคลคูลัสของการแปรผันจะได้สมการออยเลอร์-    

ลากรานจ์ดังนี ้

         (34) 

สำหรับ ,  และ  และทำการปรับปรุงพารามิเตอร์  และ  ดังนี้ 

  

                    

            

 

 

            
จากนั้นทำการดิสครีตไทซ์เซชันโดยวิธีการไฟไนต์ดิฟเฟอเรนซ์ และใช้การแปลงฟูเรียร์แบบดิสครีต พร้อมด้วยเงื่อนไข     

ค่าขอบแบบคาบกับ (34) จะได้คำตอบกำหนดโดย 

      
          

ในที่นี้ 
 
แทนการแปลงฟูเรียร์ผกผันแบบดิสครีต,  เป็นส่วนจริงของจำนวนเชิงซ้อน,  และ  

เป็นพจน์ทางขวามือของ (34) โดยที่  และ 

 

สำหรับปัญหาดิสครีตไทซ์สำหรับเวกเตอร์  และ  มีผลเฉลยแม่นตรง คือ 
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ในที่่�นี้้� F -1 แทนการแปลงฟููเรีียร์์ผกผัันแบบดิิสครีีต, Re เป็็นส่่วนจริิงของจำนวนเชิิงซ้้อน, 

และขั้นตอนสุดท้ายคือการปรับปรุงพารามิเตอร์การทำซ้ำเบรกแมน โดยกำหนดให้    
2.3.3 ตัวแบบ KKWV-TVL 

 ในทำนองเดียวกัน เราเริ ่มต้นจากการแนะนำตัวแปรเวกเตอร์เสริม  พารามิเตอร์การทำซ้ำเบรกแมน 

 และพารามิเตอร์ตัวโทษ  และแปลงปัญหาเชิงการแปรผัน (13) ได้เป็น  

 

                           (33) 

จากนั้นใช้เทคนิคการทำซ้ำแบบสลับในการแก้ปัญหาย่อย โดยจะดำเนินการทำซ้ำแบบสลับจนกระทั่งลำดับของ  สอดคล้อง

กับเกณฑ์การหยุด (15)  

  เพื่อแก้ปัญหาค่าต่ำที่สุด เราตรึงตัวแปร  แล้วใช้แคลคูลัสของการแปรผันจะได้สมการออยเลอร์-    

ลากรานจด์ังนี้ 

         (34) 

สำหรับ ,  และ  และทำการปรับปรุงพารามิเตอร์  และ  ดังนี้ 

  

                    

            

 

 

            
จากนั้นทำการดิสครีตไทซ์เซชันโดยวิธีการไฟไนต์ดิฟเฟอเรนซ์ และใช้การแปลงฟูเรียร์แบบดิสครีต พร้อมด้วยเงื่อนไข     

ค่าขอบแบบคาบกับ (34) จะได้คำตอบกำหนดโดย 

      
          

ในที่นี้ 
 
แทนการแปลงฟูเรียร์ผกผันแบบดิสครีต,  เป็นส่วนจริงของจำนวนเชิงซ้อน,  และ  

เป็นพจน์ทางขวามือของ (34) โดยที่  และ 

 

สำหรับปัญหาดิสครีตไทซ์สำหรับเวกเตอร์  และ  มีผลเฉลยแม่นตรง คือ 
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 และ G 
เป็็นพจน์์ทางขวามืือของ (34)  โดยที่่�

 

และขั้นตอนสุดท้ายคือการปรับปรุงพารามิเตอร์การทำซ้ำเบรกแมน โดยกำหนดให้    
2.3.3 ตัวแบบ KKWV-TVL 

 ในทำนองเดียวกัน เราเริ ่มต้นจากการแนะนำตัวแปรเวกเตอร์เสริม  พารามิเตอร์การทำซ้ำเบรกแมน 

 และพารามิเตอร์ตัวโทษ  และแปลงปัญหาเชิงการแปรผัน (13) ได้เป็น  

 

                           (33) 

จากนั้นใช้เทคนิคการทำซ้ำแบบสลับในการแก้ปัญหาย่อย โดยจะดำเนินการทำซ้ำแบบสลับจนกระทั่งลำดับของ  สอดคล้อง

กับเกณฑ์การหยุด (15)  

  เพื่อแก้ปัญหาค่าต่ำที่สุด เราตรึงตัวแปร  แล้วใช้แคลคูลัสของการแปรผันจะได้สมการออยเลอร์-    

ลากรานจ์ดังนี้ 

         (34) 

สำหรับ ,  และ  และทำการปรับปรุงพารามิเตอร์  และ  ดังนี ้
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แทนการแปลงฟูเรียร์ผกผันแบบดิสครีต,  เป็นส่วนจริงของจำนวนเชิงซ้อน,  และ  

เป็นพจน์ทางขวามือของ (34) โดยที่  และ 

 

สำหรับปัญหาดิสครีตไทซ์สำหรับเวกเตอร์  และ  มีผลเฉลยแม่นตรง คือ 
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 และ 

และขั้นตอนสุดท้ายคือการปรับปรุงพารามิเตอร์การทำซ้ำเบรกแมน โดยกำหนดให้    
2.3.3 ตัวแบบ KKWV-TVL 

 ในทำนองเดียวกัน เราเริ ่มต้นจากการแนะนำตัวแปรเวกเตอร์เสริม  พารามิเตอร์การทำซ้ำเบรกแมน 

 และพารามิเตอร์ตัวโทษ  และแปลงปัญหาเชิงการแปรผัน (13) ได้เป็น  
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จากนั้นใช้เทคนิคการทำซ้ำแบบสลับในการแก้ปัญหาย่อย โดยจะดำเนินการทำซ้ำแบบสลับจนกระทั่งลำดับของ  สอดคล้อง

กับเกณฑ์การหยุด (15)  

  เพื่อแก้ปัญหาค่าต่ำที่สุด เราตรึงตัวแปร  แล้วใช้แคลคูลัสของการแปรผันจะได้สมการออยเลอร์-    

ลากรานจ์ดังนี้ 
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สำหรับ ,  และ  และทำการปรับปรุงพารามิเตอร์  และ  ดังนี้ 

  

                    

            

 

 

            
จากนั้นทำการดิสครีตไทซ์เซชันโดยวิธีการไฟไนต์ดิฟเฟอเรนซ์ และใช้การแปลงฟูเรียร์แบบดิสครีต พร้อมด้วยเงื่อนไข     
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3. ผลการวิิจััย
คณะวิิจััยได้้ออกแบบการทดลองเชิิงตััวเลข

สำหรัับทดสอบการกำจััดสััญญาณรบกวนออกจากภาพ

ทั้้�งภาพสัังเคราะห์์และภาพจริิง เพื่่�อเปรีียบเทีียบ

ประสิิทธิิภาพของตััวแบบเชิิงการแปรผัันอัันดัับสููงที่่�ได้้

นำเสนอทั้้�ง 3 ตัวแบบ ได้แ้ก่ ่ตัวแบบ KKWV-TV ตัวัแบบ 

KKWV-TL และตัวัแบบ KKWV-TVL และแสดงให้เ้ห็น็ถึงึ

ประสิทิธิภิาพของวิธิีกีารเชิงิตัวัเลขที่่�ได้น้ำเสนอ  โดยการ

ทดสอบประสิทิธิภิาพของตัวัแบบและวิิธีกีารที่่�ได้้นำเสนอ

จะถููกประเมิินด้้วยเครื่่�องมืือการประเมิินประสิิทธิิภาพ

ของการปรัับปรุุงคุุณภาพของภาพเปรีียบเทีียบกัับภาพ

ต้้นฉบัับ คื อ ค่ าอััตราส่่วนของสััญญาณรบกวนสููงสุุด 

(Peak Signal to Noise Ratio : PSNR) 
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ค่า่ความคลาดเคลื่่�อนกำลัังสองโดยเฉลี่่�ย (Mean Square 

Error : MSE) 
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3. ผลการวิจัย 

คณะวิจัยได้ออกแบบการทดลองเชิงตัวเลขสำหรับทดสอบการกำจัดสัญญาณรบกวนออกจากภาพทั้งภาพสังเคราะห์

และภาพจริง เพื่อเปรียบเทียบประสิทธิภาพของตัวแบบเชิงการแปรผันอันดับสูงที่ได้นำเสนอทั้ง 3 ตัวแบบ ได้แก่ ตัวแบบ 
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การปรับปรุงคุณภาพของภาพเปรียบเทียบกับภาพต้นฉบับ คือ ค่าอัตราส่วนของสัญญาณรบกวนสูงสุด (Peak Signal to 

Noise Ratio : PSNR)  

 (หน่วยเป็นเดซิเบล) 

ค่าความคลาดเคลื่อนกำลังสองโดยเฉลี่ย (Mean Square Error : MSE)  

 

และค่าการวัดดัชนีความคล้ายคลึงของโครงสร้าง (Structure Similarity Index Map : SSIM) 
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ในที่่�นี้้� u* และ u แทนเวกเตอร์์ของภาพต้้นฉบัับซึ่่�งไม่่มีี

สััญญาณรบกวนและเวกเตอร์์ของภาพผลลััพธ์์ที่่�ได้้จาก

การกำจััดสััญญาณรบกวนออกจากภาพด้้วยตััวแบบเชิิง

การแปรผััน ตามลำดัับ การวััดประสิิทธิิภาพของผลลััพธ์์

จากค่่า PSNR และค่่า SSIM ถ้ามีคี่า่สูงูจะแสดงให้เ้ห็น็ถึงึ

คุุณภาพที่่� ใกล้้ เคีียงกัับภาพต้้นฉบัับ และการวััด

ประสิิทธิภิาพของผลลััพธ์จ์ากค่่า MSE ถ้ามีคี่า่ต่ำ่แสดงให้้

เห็็นถึึงคุุณภาพของภาพที่่�ใกล้้เคีียงกัับภาพต้้นฉบัับ 

สำหรับัการประเมิินประสิิทธิภิาพของการกำจัดัสััญญาณ

รบกวนที่่�ได้้นำเสนอทุุกการทดลองเชิิงตััวเลขใช้้ภาพที่่�มี

ความคมชััดขนาด 512 x 512 และในการประเมิิน

ประสิิทธิิภาพของขั้้�นตอนวิิธีีเชิิงตััวเลขที่่�ได้้พััฒนาขึ้้�น

ผู้้�วิิจััยเลืือกใช้้พารามิิเตอร์์สำหรัับแต่่ละตััวแบบที่่�ให้้

ผลลััพธ์์ที่่�ดีที่่�สุดและทำซ้้ำจนกระทั่่�งเวกเตอร์์ผลเฉลย

ลู่่�เข้า้ด้ว้ยเกณฑ์ก์ารหยุดุจำนวนรอบการทำซ้ำ้สูงูสุดุหรือื

ค่่าคลาดเคลื่่�อนสััมพััทธ์์ (15) 

เพื่่�อเป็็นการแสดงให้้เห็็นประสิิทธิิภาพของ

ตัวัแบบที่่�ได้้นำเสนอทั้้�ง 3 ตัวแบบ คือ ตัวแบบ KKWV-TV 

ตััวแบบ KKWV-TL และตััวแบบ KKWV-TVL พร้้อมด้้วย

วิิธีีการ SB ผู้้�วิิจััยจึึงได้้ทำการทดลองการกำจััดสััญญาณ

รบกวนออกจากภาพที่่�มีีสััญญาณรบกวนแบบเกาส์์เซีียน

ที่่�มีีค่่าเฉลี่่�ยเป็็นศููนย์์ดัังตััวแบบการสร้้างภาพ (10)

และทำการทดลองโดยพิิจารณาค่่า (k0, k1) เป็็น 9 

กรณีีบนภาพสัังเคราะห์์ (ภาพ Constant และภาพ

Smooth) และภาพจริิง (ภาพ Boat) ดััง Table 1 โดย

เปรีียบเทีียบประสิิทธิิภาพจากค่่า PSNR ค่่า SSIM และ

ค่่า MSE ผลการวิิเคราะห์์จาก Table 1 - 4 แสดงให้้เห็็น

ว่่าตััวแบบ KKWV-TVL ให้้ค่่า PSNR และค่่า SSIM ที่่�สููง

กว่า่ตัวัแบบ KKWV-TV และตัวัแบบ KKWV-TL และเมื่่�อ

พิิจารณาค่่า MSE จะเห็็นว่่าตััวแบบ KKWV-TVL ให้้ค่่า 
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ปีที่ 32 ฉบับที่ 5 กันยายน-ตุลาคม 2567	 วารสารวิทยาศาสตร์และเทคโนโลยี

Table 1	 PSNR of three noisy images (Constant image, Smooth image and Boat image).

เป็น 9 กรณี บนภาพสังเคราะห์ (ภาพ Constant และภาพ Smooth) และภาพจริง (ภาพ Boat) ดังตารางที่ 1 โดย

เปรียบเทียบประสิทธิภาพจากค่า PSNR ค่า SSIM และค่า MSE ผลการวิเคราะห์จากตารางที่ 1 – 4 แสดงให้เห็นว่าตัวแบบ 

KKWV-TVL ให้ค่า PSNR และค่า SSIM ที่สูงกว่าตัวแบบ KKWV-TV และตัวแบบ KKWV-TL และเมื่อพิจารณาค่า MSE จะเห็น

ว่าตัวแบบ KKWV-TVL ให้ค่า MSE ที่ต่ำกว่าตัวแบบ KKWV-TV และตัวแบบ KKWV-TL ในทุกกรณี ซึ่งแสดงให้เห็นว่าตัวแบบ

ที่ได้นำเสนอพร้อมด้วยวิธีการ SB สามารถกำจัดสัญญาณรบกวนออกจากภาพได้เป็นอย่างดี มีความแม่นยำ และให้คุณภาพ

ของภาพผลลัพธ์ที่ดีขึ้นอย่างเห็นได้ชัดในทุกกรณี โดยตัวแบบ KKWV-TVL มีความแม่นยำสูงกว่าตัวแบบ KKWV-TV และ     

ตัวแบบ KKWV-TL  
 

Table 1. PSNR of three noisy images (Constant image, Smooth image and Boat image). 

 (1,0.5) (1,1) (1,1.5) (3,0.5) (3,1) (3,1.5) (5,0.5) (5,1) (5,1.5) 

ภาพ Constant 33.5208 27.5928 24.1136 32.4542 27.3052 23.9409 30.8907 26.7308 23.6731 

ภาพ Smooth 33.4708 27.6207 24.1878 32.6290 27.3612 24.0607 31.3156 26.9786 23.8327 

ภาพ Boat 32.9476 27.0173 23.5498 32.0023 26.7510 23.3727 30.5592 26.2677 23.1495 

 

Table 2 .  Comparison of PSNR with synthetic images (Constant image and Smooth image)  and real images 

(Boat image). 

 
ภาพ Constant ภาพ Smooth ภาพ Boat 

KKWV-TV KKWV-TL KKWV-TVL KKWV-TV KKWV-TL KKWV-TVL KKWV-TV KKWV-TL KKWV-TVL 

(1,0.5) 55.0181 40.3589 55.8542 40.9914 37.1588 41.1807 38.8764 39.3688 39.9535 

(1,1) 47.0716 37.7800 48.3463 35.8185 32.6871 35.8692 34.4915 35.4983 35.8453 

(1,1.5) 44.5809 33.9487 44.6465 31.9040 29.9454 32.2259 32.3069 33.0444 33.4194 

(3,0.5) 54.2503 40.1349 54.9604 40.3740 36.2165 40.5862 38.2408 38.6275 39.2512 

(3,1) 46.5075 37.6118 47.8764 35.6398 32.6851 35.6647 34.4211 35.3033 35.6773 

(3,1.5) 44.7752 33.8729 44.9001 31.7489 30.0224 32.0778 32.8467 33.2672 33.2918 

(5,0.5) 53.5012 39.7020 53.9060 39.555 34.7869 39.565 37.0794 37.7588 38.0420 

(5,1) 45.3800 37.2385 47.1720 35.3476 32.4388 35.3536 34.2974 34.9300 35.3582 

(5,1.5) 44.5011 33.5884 44.5514 31.4526 29.8117 31.8021 32.7502 33.1655 33.2240 
 

Table 3.  Comparison of SSIM with synthetic images ( Constant image and Smooth image)  and real images 

(Boat image). 

 
ภาพ Constant ภาพ Smooth ภาพ Boat 

KKWV-TV KKWV-TL KKWV-TVL KKWV-TV KKWV-TL KKWV-TVL KKWV-TV KKWV-TL KKWV-TVL 

(1,0.5) 0.9997 0.9866 0.9998 0.9825 0.9072 0.9893 0.9560 0.9628 0.9664 

(1,1) 0.9934 0.9548 0.9973 0.9725 0.9491 0.9807 0.9179 0.9140 0.9261 

(1,1.5) 0.9972 0.8541 0.9972 0.9098 0.8747 0.9407 0.8654 0.8763 0.8924 

(3,0.5) 0.9996 0.9856 0.9997 0.9676 0.8726 0.9740 0.9470 0.9477 0.9598 

( )0 1,k k

( )0 1,k k

( )0 1,k k

( )0 1,k k

(1,0.5) (1,1) (1,1.5) (3,0.5) (3,1) (3,1.5) (5,0.5) (5,1) (5,1.5)
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ภาพ Boat 32.9476 27.0173 23.5498 32.0023 26.7510 23.3727 30.5592 26.2677 23.1495

Table 2	 Comparison of PSNR with synthetic images (Constant image and Smooth image) and real 

images (Boat image).

Table 3	 Comparison of SSIM with synthetic images (Constant image and Smooth image) and real 

images (Boat image).

Constant Image Smooth Image Boat Image

KKWV-TV KKWV-TL KKWV-TVL KKWV-TV KKWV-TL KKWV-TVL KKWV-TV KKWV-TL KKWV-TVL
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(Boat image). 

 
ภาพ Constant ภาพ Smooth ภาพ Boat 

KKWV-TV KKWV-TL KKWV-TVL KKWV-TV KKWV-TL KKWV-TVL KKWV-TV KKWV-TL KKWV-TVL 
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เปรียบเทียบประสิทธิภาพจากค่า PSNR ค่า SSIM และค่า MSE ผลการวิเคราะห์จากตารางที่ 1 – 4 แสดงให้เห็นว่าตัวแบบ 

KKWV-TVL ให้ค่า PSNR และค่า SSIM ที่สูงกว่าตัวแบบ KKWV-TV และตัวแบบ KKWV-TL และเมื่อพิจารณาค่า MSE จะเห็น

ว่าตัวแบบ KKWV-TVL ให้ค่า MSE ที่ต่ำกว่าตัวแบบ KKWV-TV และตัวแบบ KKWV-TL ในทุกกรณี ซึ่งแสดงให้เห็นว่าตัวแบบ

ที่ได้นำเสนอพร้อมด้วยวิธีการ SB สามารถกำจัดสัญญาณรบกวนออกจากภาพได้เป็นอย่างดี มีความแม่นยำ และให้คุณภาพ

ของภาพผลลัพธ์ที่ดีขึ้นอย่างเห็นได้ชัดในทุกกรณี โดยตัวแบบ KKWV-TVL มีความแม่นยำสูงกว่าตัวแบบ KKWV-TV และ     

ตัวแบบ KKWV-TL  
 

Table 1. PSNR of three noisy images (Constant image, Smooth image and Boat image). 

 (1,0.5) (1,1) (1,1.5) (3,0.5) (3,1) (3,1.5) (5,0.5) (5,1) (5,1.5) 

ภาพ Constant 33.5208 27.5928 24.1136 32.4542 27.3052 23.9409 30.8907 26.7308 23.6731 

ภาพ Smooth 33.4708 27.6207 24.1878 32.6290 27.3612 24.0607 31.3156 26.9786 23.8327 
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(Boat image). 

 
ภาพ Constant ภาพ Smooth ภาพ Boat 
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(1,0.5) 55.0181 40.3589 55.8542 40.9914 37.1588 41.1807 38.8764 39.3688 39.9535 

(1,1) 47.0716 37.7800 48.3463 35.8185 32.6871 35.8692 34.4915 35.4983 35.8453 

(1,1.5) 44.5809 33.9487 44.6465 31.9040 29.9454 32.2259 32.3069 33.0444 33.4194 

(3,0.5) 54.2503 40.1349 54.9604 40.3740 36.2165 40.5862 38.2408 38.6275 39.2512 

(3,1) 46.5075 37.6118 47.8764 35.6398 32.6851 35.6647 34.4211 35.3033 35.6773 

(3,1.5) 44.7752 33.8729 44.9001 31.7489 30.0224 32.0778 32.8467 33.2672 33.2918 

(5,0.5) 53.5012 39.7020 53.9060 39.555 34.7869 39.565 37.0794 37.7588 38.0420 

(5,1) 45.3800 37.2385 47.1720 35.3476 32.4388 35.3536 34.2974 34.9300 35.3582 

(5,1.5) 44.5011 33.5884 44.5514 31.4526 29.8117 31.8021 32.7502 33.1655 33.2240 
 

Table 3.  Comparison of SSIM with synthetic images ( Constant image and Smooth image)  and real images 

(Boat image). 

 
ภาพ Constant ภาพ Smooth ภาพ Boat 

KKWV-TV KKWV-TL KKWV-TVL KKWV-TV KKWV-TL KKWV-TVL KKWV-TV KKWV-TL KKWV-TVL 

(1,0.5) 0.9997 0.9866 0.9998 0.9825 0.9072 0.9893 0.9560 0.9628 0.9664 

(1,1) 0.9934 0.9548 0.9973 0.9725 0.9491 0.9807 0.9179 0.9140 0.9261 

(1,1.5) 0.9972 0.8541 0.9972 0.9098 0.8747 0.9407 0.8654 0.8763 0.8924 

(3,0.5) 0.9996 0.9856 0.9997 0.9676 0.8726 0.9740 0.9470 0.9477 0.9598 

( )0 1,k k

( )0 1,k k

( )0 1,k k

( )0 1,k k

Constant Image Smooth Image Boat Image

KKWV-TV KKWV-TL KKWV-TVL KKWV-TV KKWV-TL KKWV-TVL KKWV-TV KKWV-TL KKWV-TVL

(1,0.5) 0.9997 0.9866 0.9998 0.9825 0.9072 0.9893 0.9560 0.9628 0.9664

(1,1) 0.9934 0.9548 0.9973 0.9725 0.9491 0.9807 0.9179 0.9140 0.9261

(1,1.5) 0.9972 0.8541 0.9972 0.9098 0.8747 0.9407 0.8654 0.8763 0.8924

(3,0.5) 0.9996 0.9856 0.9997 0.9676 0.8726 0.9740 0.9470 0.9477 0.9598

(3,1) 0.9924 0.9527 0.9970 0.9656 0.9446 0.9658 0.9172 0.9106 0.9234

(3,1.5) 0.9973 0.8671 0.9973 0.8929 0.8712 0.9238 0.8855 0.8974 0.9003

(5,0.5) 0.9995 0.9830 0.9996 0.9602 0.9508 0.9603 0.9288 0.9397 0.9469

(5,1) 0.9884 0.9449 0.9955 0.9487 0.9248 0.9491 0.9152 0.9014 0.9167

(5,1.5) 0.9970 0.8572 0.9970 0.8692 0.8487 0.9046 0.8816 0.8939 0.8978
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นอกจากนี้้�เพื่่�อเป็็นการแสดงให้้เห็็นประสิิทธิิภาพของตััวแบบทั้้�ง 3 ตัวแบบ พร้อ้มด้้วยวิิธีกีาร SB ดังกล่่าวผู้้�วิจัยั

ได้้แสดงภาพผลลััพธ์์จากการกำจััดสััญญาณรบกวนในกรณีีสััญญาณรบกวน (k0, k1) = (5, 1.5) ดัังแสดงใน Figure 1

(3,1) 0.9924 0.9527 0.9970 0.9656 0.9446 0.9658 0.9172 0.9106 0.9234 

(3,1.5) 0.9973 0.8671 0.9973 0.8929 0.8712 0.9238 0.8855 0.8974 0.9003 

(5,0.5) 0.9995 0.9830 0.9996 0.9602 0.9508 0.9603 0.9288 0.9397 0.9469 

(5,1) 0.9884 0.9449 0.9955 0.9487 0.9248 0.9491 0.9152 0.9014 0.9167 

(5,1.5) 0.9970 0.8572 0.9970 0.8692 0.8487 0.9046 0.8816 0.8939 0.8978 
 

Table 4 .  Comparison of MSE with synthetic images (Constant image and Smooth image)  and real images 

(Boat image). 

 
ภาพ Constant ภาพ Smooth ภาพ Boat 

KKWV-TV KKWV-TL KKWV-TVL KKWV-TV KKWV-TL KKWV-TVL KKWV-TV KKWV-TL KKWV-TVL 

(1,0.5) 0.2038 5.9857 0.1679 5.1743 12.5073 4.9537 8.4215 7.5187 6.5715 

(1,1) 1.2752 10.8404 0.9506 17.0298 35.0232 16.832 23.1157 18.3329 16.9249 

(1,1.5) 2.2636 26.1936 2.2296 41.9437 65.847 38.9478 38.2282 32.2576 29.5884 

(3,0.5) 0.2434 6.3026 0.2065 5.9650 15.5381 5.6805 9.7490 8.9183 7.7251 

(3,1) 1.4522 11.2684 1.0593 17.7450 35.0397 17.6434 23.4935 19.1747 17.5926 

(3,1.5) 2.1645 26.6549 2.1031 43.4687 64.6889 40.2982 33.7599 30.6441 30.4711 

(5,0.5) 0.2894 6.9633 0.2635 7.2032 21.5960 7.1865 12.7381 10.8933 10.2057 

(5,1) 1.8830 12.2800 1.2460 18.9799 37.0841 18.9540 24.1724 20.8961 18.9339 

(5,1.5) 2.3056 28.4591 2.2790 46.5383 67.9049 42.9397 34.5181 31.3704 30.9504 
 

นอกจากนี้ เพื่อเป็นการแสดงให้เห็นประสิทธิภาพของตัวแบบทั้ง 3 ตัวแบบ พร้อมด้วยวิธีการ SB ดังกล่าว ผู้วิจัยได้

แสดงภาพผลลัพธ์จากการกำจัดสัญญาณรบกวนในกรณีสัญญาณรบกวน  ดังแสดงใน Figure 1  

     

     
     

     

     

( )0 1,k k

( ) ( )0 1, 5,1.5k k =
0 23.6731PSNR = † 44.5011PSNR = † 33.5884PSNR = † 44.5514PSNR =

0 23.8727PSNR = † 31.4526PSNR = † 29.8117PSNR = † 31.8021PSNR =

0 23.1495PSNR = † 32.7502PSNR = † 33.1655PSNR = † 33.2240PSNR =
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Table 4	 Comparison of MSE with synthetic images (Constant image and Smooth image) and real 

images (Boat image).
Constant Image Smooth Image Boat Image

KKWV-TV KKWV-TL KKWV-TVL KKWV-TV KKWV-TL KKWV-TVL KKWV-TV KKWV-TL KKWV-TVL

(1,0.5) 0.2038 5.9857 0.1679 5.1743 12.5073 4.9537 8.4215 7.5187 6.5715

(1,1) 1.2752 10.8404 0.9506 17.0298 35.0232 16.832 23.1157 18.3329 16.9249

(1,1.5) 2.2636 26.1936 2.2296 41.9437 65.847 38.9478 38.2282 32.2576 29.5884

(3,0.5) 0.2434 6.3026 0.2065 5.9650 15.5381 5.6805 9.7490 8.9183 7.7251

(3,1) 1.4522 11.2684 1.0593 17.7450 35.0397 17.6434 23.4935 19.1747 17.5926

(3,1.5) 2.1645 26.6549 2.1031 43.4687 64.6889 40.2982 33.7599 30.6441 30.4711

(5,0.5) 0.2894 6.9633 0.2635 7.2032 21.5960 7.1865 12.7381 10.8933 10.2057

(5,1) 1.8830 12.2800 1.2460 18.9799 37.0841 18.9540 24.1724 20.8961 18.9339

(5,1.5) 2.3056 28.4591 2.2790 46.5383 67.9049 42.9397 34.5181 31.3704 30.9504

เป็น 9 กรณี บนภาพสังเคราะห์ (ภาพ Constant และภาพ Smooth) และภาพจริง (ภาพ Boat) ดังตารางที่ 1 โดย

เปรียบเทียบประสิทธิภาพจากค่า PSNR ค่า SSIM และค่า MSE ผลการวิเคราะห์จากตารางที่ 1 – 4 แสดงให้เห็นว่าตัวแบบ 

KKWV-TVL ให้ค่า PSNR และค่า SSIM ที่สูงกว่าตัวแบบ KKWV-TV และตัวแบบ KKWV-TL และเมื่อพิจารณาค่า MSE จะเห็น

ว่าตัวแบบ KKWV-TVL ให้ค่า MSE ที่ต่ำกว่าตัวแบบ KKWV-TV และตัวแบบ KKWV-TL ในทุกกรณี ซึ่งแสดงให้เห็นว่าตัวแบบ

ที่ได้นำเสนอพร้อมด้วยวิธีการ SB สามารถกำจัดสัญญาณรบกวนออกจากภาพได้เป็นอย่างดี มีความแม่นยำ และให้คุณภาพ

ของภาพผลลัพธ์ที่ดีขึ้นอย่างเห็นได้ชัดในทุกกรณี โดยตัวแบบ KKWV-TVL มีความแม่นยำสูงกว่าตัวแบบ KKWV-TV และ     

ตัวแบบ KKWV-TL  
 

Table 1. PSNR of three noisy images (Constant image, Smooth image and Boat image). 

 (1,0.5) (1,1) (1,1.5) (3,0.5) (3,1) (3,1.5) (5,0.5) (5,1) (5,1.5) 

ภาพ Constant 33.5208 27.5928 24.1136 32.4542 27.3052 23.9409 30.8907 26.7308 23.6731 

ภาพ Smooth 33.4708 27.6207 24.1878 32.6290 27.3612 24.0607 31.3156 26.9786 23.8327 

ภาพ Boat 32.9476 27.0173 23.5498 32.0023 26.7510 23.3727 30.5592 26.2677 23.1495 

 

Table 2 .  Comparison of PSNR with synthetic images (Constant image and Smooth image)  and real images 

(Boat image). 

 
ภาพ Constant ภาพ Smooth ภาพ Boat 

KKWV-TV KKWV-TL KKWV-TVL KKWV-TV KKWV-TL KKWV-TVL KKWV-TV KKWV-TL KKWV-TVL 

(1,0.5) 55.0181 40.3589 55.8542 40.9914 37.1588 41.1807 38.8764 39.3688 39.9535 

(1,1) 47.0716 37.7800 48.3463 35.8185 32.6871 35.8692 34.4915 35.4983 35.8453 

(1,1.5) 44.5809 33.9487 44.6465 31.9040 29.9454 32.2259 32.3069 33.0444 33.4194 

(3,0.5) 54.2503 40.1349 54.9604 40.3740 36.2165 40.5862 38.2408 38.6275 39.2512 

(3,1) 46.5075 37.6118 47.8764 35.6398 32.6851 35.6647 34.4211 35.3033 35.6773 

(3,1.5) 44.7752 33.8729 44.9001 31.7489 30.0224 32.0778 32.8467 33.2672 33.2918 

(5,0.5) 53.5012 39.7020 53.9060 39.555 34.7869 39.565 37.0794 37.7588 38.0420 

(5,1) 45.3800 37.2385 47.1720 35.3476 32.4388 35.3536 34.2974 34.9300 35.3582 

(5,1.5) 44.5011 33.5884 44.5514 31.4526 29.8117 31.8021 32.7502 33.1655 33.2240 
 

Table 3.  Comparison of SSIM with synthetic images ( Constant image and Smooth image)  and real images 

(Boat image). 

 
ภาพ Constant ภาพ Smooth ภาพ Boat 

KKWV-TV KKWV-TL KKWV-TVL KKWV-TV KKWV-TL KKWV-TVL KKWV-TV KKWV-TL KKWV-TVL 

(1,0.5) 0.9997 0.9866 0.9998 0.9825 0.9072 0.9893 0.9560 0.9628 0.9664 

(1,1) 0.9934 0.9548 0.9973 0.9725 0.9491 0.9807 0.9179 0.9140 0.9261 

(1,1.5) 0.9972 0.8541 0.9972 0.9098 0.8747 0.9407 0.8654 0.8763 0.8924 

(3,0.5) 0.9996 0.9856 0.9997 0.9676 0.8726 0.9740 0.9470 0.9477 0.9598 

( )0 1,k k

( )0 1,k k

( )0 1,k k

( )0 1,k k
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นอกจากนี้้� ผู้้�วิจิัยัได้ท้ดสอบประสิทิธิภิาพของตัวั

แบบที่่�ได้้นำเสนอ พร้้อมด้้วยวิิธีีการ SB ในการกำจััด

สััญญาณรบกวนออกจากภาพถ่่ายคลื่่�นเสีียงความถี่่�สููง 

(ภาพ Baby) ซึ่่� งผลการกำจััดสััญญาณรบกวนแสดงให้้

เห็น็ว่่า ตัวแบบที่่�ได้้นำเสนอพร้้อมด้้วยวิิธีกีาร SB สามารถ

กำจัดัสัญัญาณรบกวนออกจากภาพได้เ้ป็น็อย่า่งดีแีละให้้

คุุณภาพของภาพผลลััพธ์์ที่่�ดี ี ขึ้้� นอย่่ า ง เห็็น ได้้ชัั ด

เมื่่�อพิิจารณาจากภาพขยายในกรอบสีีแดงพบว่่า การ

กำจััดสััญญาณรบกวนจากทั้้�ง 3 ตั ัวแบบ ยั งคงรัักษา

องค์์ประกอบที่่�สำคััญในภาพได้้เป็็นอย่่างดีี โดยภาพ (d) 

ปรากฏสััญญาณรบกวนน้้อยกว่่าภาพ (b) และ (c) ซึ่่� ง

แสดงให้เ้ห็น็ว่า่ตัวัแบบ KKWV-TVL ให้ผ้ลลัพัธ์ท์ี่่�ดีกีว่า่ตัวั

แบบ KKWV-TV และตััวแบบ KKWV-TL ดััง Figure 2

Figure 2	 Ultrasound images of baby; (a) original image; (b) - (d) restoration results by the proposed variational 

	 models, KKWV-TV model, KKWV-TL model, and KKWV-TVL model, respectively.

4. สรุุป
ในงานวิิจััยนี้้� ผู้้�วิ จััยได้้นำเสนอตััวแบบเชิิงการ

แปรผันั KKWV-TV KKWV-TL และ KKWV-TVL สำหรับั

กำจัดัสัญัญาณรบกวนแบบผสมทั้้�งแบบการบวกและการ

คููณในขั้้�นตอนเดีียวออกจากภาพสัังเคราะห์์ ภาพจริิง 

และภาพถ่า่ยทางการแพทย์ ์เพื่่�อแก้ป้ัญัหาเชิงิการแปรผันั 

ผู้้�วิจิัยัได้น้ำเสนอวิธิีกีารเชิงิตัวัเลขที่่�มีปีระสิทิธิภิาพ ซึ่่�งผล

การทดลองเชิิงตััวเลขกัับภาพสัังเคราะห์์ และภาพจริิง

แสดงให้้เห็็นว่่า ตััวแบบ KKWV-TVL ให้้ค่่า PSNR และ

ค่่า SSIM ที่่�สู ูงกว่่าตััวแบบ KKWV-TV และตััวแบบ 

KKWV-TL และเมื่่�อพิิจารณาค่่า MSE จะเห็็นว่่าตััวแบบ 

KKWV-TVL ให้ค้่า่ MSE ที่่�ต่ำ่กว่า่ตัวัแบบ KKWV-TV และ

ตัวัแบบ KKWV-TL ในทุกุกรณีี นอกจากนี้้�จากการทดลอง

กับัภาพถ่่ายทางการแพทย์แ์สดงให้เ้ห็น็ว่า่ ตัวัแบบทั้้�งสาม

สามารถกำจััดสัญัญาณรบกวนออกจากภาพได้เ้ป็น็อย่า่ง

ดีี และให้้คุุณภาพผลลััพธ์์ที่่�ดีีขึ้้�นอย่่างชััดเจน ทำให้้ได้้ว่่า 

ตััวแบบเชิิงการแปรผัันที่่�ได้้นำเสนอสามารถให้้ผลลััพธ์์

จากการกำจััดสััญญาณรบกวนออกจากภาพที่่�มีความ

แม่น่ยำ และน่า่เชื่่�อถือือย่า่งเห็น็ได้ชั้ัดในทุกุกรณี ีนอกจาก

นี้้�วิิธีีการเชิิงตััวเลข SB ที่่�ได้้นำเสนอสามารถแก้้ปััญหาได้้

อย่่างมีีประสิิทธิิภาพ โดยตััวแบบ KKWV-TVL มี ีความ

แม่น่ยำสููงกว่่าตัวัแบบ KKWV-TV และตััวแบบ KKWV-TL
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