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บทคัดย่อ 
งานวิจัยนี้มีวัตถุประสงค์เพื่อศึกษาและเปรยีบเทียบวิธีการประมาณค่าแบบช่วงส าหรับพารามิเตอร์ขนาด  

ของการแจกแจงไวบูลล์แบบสองพารามิเตอร์ เมื่อทราบค่าพารามิเตอร์    ด้วยวิธีการประมาณ 2 วิธี คือ 
วิธีบูตสแตรปทีและวิธีแจ็คไนฟ์ โดยพิจารณาค่าสัมประสิทธ์ิความเชื่อมั่นและค่าความกว้างเฉลี่ยของช่วงความเช่ือมั่น
เป็นเกณฑ์ในการเปรียบเทียบ วิธีที่ดีกว่าเป็นวิธีที่มีค่าสัมประสิทธิ์ความเช่ือมั่นไม่ต่ าว่าค่าสัมประสิทธิ์ความเช่ือมั่นที่
ก าหนดและมีค่าความกว้างเฉลี่ยของช่วงความเช่ือมั่นต่ าที่สุด ก าหนดให้ข้อมูลมีขนาดตัวอย่าง  n  เท่ากับ 10, 20, 
30, 50 และ 100  ค่าพารามิเตอร์    มีค่า 1, 2, 3, 4, 5 และ 6 และพารามิเตอร์   มีค่า 1, 1.5, 2, 2.5 และ 3 
โดยจ านวนครั้งท่ีสุ่มซ้ าด้วยวิธีบูตสแตรปที เท่ากับ 1,000 ครั้ง และก าหนดสัมประสิทธิ์ความเช่ือมั่นที่ 95 % ท าการ
จ าลองข้อมูลโดยใช้เทคนิคมอนติคาร์โล ด้วยโปรแกรม SAS  ท าการทดลองซ้ า 1,000 ครั้งในแต่ละสถานการณ์ที่
ศึกษา จากการศึกษาพบว่าวิธีบูตสแตรปทีเป็นวิธีที่ดีท่ีสุดส าหรับทุกๆสถานการณท์ี่ก าหนด โดยเฉพาะในกรณทีี่ขนาด
ตัวอย่างเท่ากับ 50 และ 100 และค่าพารามิเตอร์   ที่มีขนาดเล็ก ( 1)  กับค่าพารามิเตอร์   ที่มีขนาดใหญ่

( 6)   
 

ค าส าคัญ : การแจกแจงไวบูลล์; วิธีบูตสแตรปที; วิธีแจ็คไนฟ์; สัมประสิทธิ์ความเช่ือมั่น; ความกว้างเฉลี่ยของช่วง
ความเชื่อมั่น 

 

Abstract 
The objective of this research is to study and compare interval estimation methods: 

Bootstrap-t method and jackknife method, for the scale parameter of the two-parameter Weibull 
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distribution assumed that the beta parameter    is known. The criteria comparison are 
confidence coefficient which is not lower than the given confidence coefficient and the smallest 
average length of confidence interval. The scopes of this research are consisted of the sample 
sizes  n : 10, 20, 30, 50 and 100, the beta parameter   : 1, 2, 3, 4, 5 and 6, and the scale 
parameter   : 1, 1.5, 2, 2.5 and 3. The number of Bootstrap resampling equals to 1,000 times. 
Data is simulated 1,000 times for each situation by Monte Carlo Technique using the SAS 
software. The results of this research are as follows: Bootstrap-t method is the best method for 
every situations, especially when sample sizes are 50 and 100 and the scale parameter    is 
small ( 1)  with a large beta parameter ( 6)  . 
 

Keywords: Weibull distribution; Bootstrap-t method; Jackknife method; confidence coefficient; 
average length of confidence interval  

 

1. บทน า 
การประมาณค่าพารามิเตอร์เป็นการอนุมาน

ทางสถิติประเภทหนึ่ง ซึ่งถูกน ามาใช้ประโยชน์ใน
การศึกษาและงานวิจัยในหลาย ๆ ด้าน โดยที่การ
ประมาณค่าพารามิเตอร์แบ่งออกเป็น 2 ประเภท คือ 
การประมาณค่าแบบจุด (point estimation) ซึ่งเป็น
การประมาณค่าพารามเิตอรท์ี่สนใจด้วยค่าสถิติเพียงค่า
เดียวและการประมาณค่าแบบช่วง (interval 
estimation) เป็นการประมาณค่าพารามิเตอร์ว่าจะอยู่
ช่วงใดช่วงหนึ่งหรือมีค่าอยู่ระหว่างค่า 2 ค่า ด้วยช่วง
ความเช่ือมั่นที่ก าหนด นั่นคือ L U    โดยที่ L

และ U คือขอบเขตล่างและขอบเขตบนของช่วงความ
เช่ือมั่น ตามล าดับ ในการศึกษาการประมาณค่าแบบ
ช่วงจะมี การแจกแจงทางสถิติ เ ข้ ามาเกี่ ยวข้อง 
โดยเฉพาะการศึกษาการแจกแจงที่เกี่ยวข้องกับเวลา
หรืออายุการใช้งาน เช่น การแจกแจงเอกซ์โพเนนเชียล 
ศึกษาถึงเวลาที่รอคอยจนกระทั่งเกิดเหตุการณ์ที่สนใจ
ศึกษาครั้งแรก และการแจกแจงไวบูลล์ศึกษาเกี่ยวกับ
อายุการใช้งานของวัตถุสิ่งของโดยวัดเวลาตั้งแต่เริ่มต้น
จนกระทั่งวัตถุนั้นเสีย เสื่อมสภาพ หรือเริ่มนับเมื่อ
ปรากฏการณ์ท านองเดียวกันได้เกิดขึ้นเสร็จสิ้นไปแล้ว

ในเวลาดังกล่าว โดยจะนับติดต่อกันไปเรื่ อย  ๆ 
จนกระทั่งปรากฏการณ์ที่รอคอยนั้นจะเกิดขึ้นอีก ซึ่งใน
บางครั้งการศึกษาเกี่ยวกับความคงทนถาวรของวัตถุ 
เครื่องมือและอุปกรณ์ต่าง ๆ แม้ว่าการแจกแจงเอกซ์-
โพเนนเชียล หรือการแจกแจงแกมมา มีความเหมาะสม
ที่จะใช้ในการศึกษาตัวแปรสุ่มเหล่านี้ แต่ก็ไม่เหมาะที่
จะใช้อธิบายด้วยการแจกแจงเอกซ์ โพเนนเชียล 
เนื่องจากมีข้อจ ากัดที่ว่าอัตราการขัดข้องมีค่าเท่ากับ
ค่าคงที่ค่าหนึ่ง แต่ความเป็นจริงแล้วอัตราการขัดข้อง
อาจมีค่าเพิ่มขึ้นหรือมีค่าลดลง ซึ่งในทางปฏิบัติจะ
พบว่าการขัดข้องที่ เกิดขึ้นจะเกิดขึ้นอย่ างช้า  ๆ 
โดยเฉพาะอุปกรณ์ที่ไม่เกี่ยวข้องกับอิเล็กทรอนิกส์ ซึ่ง
จะแสดงอัตราความขัดข้องเพิ่มขึ้น ขณะใช้งานไป  
นาน ๆ เนื่องจากการเสื่อมสภาพหรือสึกกร่อน ดังนั้น
การแจกแจงที่อธิบายปรากฏการณ์ของตัวแปรสุ่ม
เหล่านี้ได้อย่างเหมาะสม คือ การแจกแจงไวบูลล์ [1] 

ในงานวิจัยนี้สนใจศึกษาการประมาณค่าแบบ
ช่วงส าหรับพารามิเตอร์ขนาด (scale parameter) 
ของการแจกแจงไวบูลล์แบบสองพารามิเตอร์ เนื่องจาก
การแจกแจงไวบูลล์เป็นการแจกแจงที่ศึกษาถึงอายุการ
ใช้งานซึ่งสามารถน าไปประยุกต์ใช้ได้ในหลาย ๆ ด้าน
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ทั้งทางวิศวกรรมและอุตสาหกรรม โดยมีผู้ที่เสนอ
วิธีการประมาณค่าไว้หลายวิธีทั้งทางพาราเมตริกและ
นอนพาราเมตริก มีทั้งเปรียบเทียบวิธีทางพาราเมตริก
กับวิธีทางนอนพาราเมตริกหรือเปรียบเทียบวิธีทาง
นอนพาราเมตริกด้วยกันเอง เช่น กัญญ์พิชญา [2] 
ศึกษาเปรียบเทียบวิธีการประมาณการแจกแจงของ
ข้อมูลสมมาตรและไม่สมมาตรด้วยวิธีแจ็คไนฟ์กับ
วิธีบูตสแตรป โดยจะประมาณพารามิเตอร์ค่าเฉลี่ย 
ความแปรปรวน ความเบ้ และความโด่ง ทั้ งการ
ประมาณค่าแบบจุดและแบบช่วง ส าหรับการแจกแจง
ปกติปลอมปน การแจกแจงเลขช้ีก าลังและการแจก
แจงแกมมา ในการประมาณค่าแบบช่วงใช้สัมประสิทธิ์
ความเช่ือมั่นเป็นเกณฑ์ในการเปรียบเทียบ Oyeyemi 
[3] ได้ศึกษาเปรียบเทียบวิธีบูตสแตรปและวิธีแจ็คไนฟ์ 
โดยวิธีการทั้งสองเป็นเทคนิคทางสถิตินอนพาราเมตริก
ซึ่งใช้ลดความเอนเอียงของตัวประมาณแบบจุดและ
สร้ าง ช่วงความเ ช่ือมั่ นส าหรับพารามิ เตอร์ของ
ประชากรโดยไม่มีข้อสมมติเกี่ยวกับการแจกแจงทาง
สถิติและสามารถน า ไปประยุ กต์ ได้ ในหลาย  ๆ 
สถานการณ์ และ Dicicio and Efron [4] ได้กล่าวถึง
วิธีบูตสแตรปทีส าหรับการสร้างช่วงความเช่ือมั่น ซึ่ง
เป็นวิธีการสุ่มตัวอย่างซ้ าแบบคืนที่ (resampling with 
replacement) จากชุดข้อมูลเดิม เพื่อสร้างชุดข้อมูล
ใหม่แล้วน าไปประมาณค่าพารามิเตอร์ที่สนใจศึกษา  
โดยวิธีการดังกล่าว ถูกเสนอเป็นครั้งแรกโดย Efron [5] 
ในปี ค.ศ. 1979 

ดังนั้นผู้วิจัยจึงสนใจศึกษาเปรียบเทียบวิธีการ
ประมาณค่าแบบช่วง 2 วิธี คือ วิธีบูตสแตรปทีและวิธี
แจ็คไนฟ์  ส าหรับพารามิ เตอร์ขนาด  (scale 
parameter) ของการแจกแจงไวบูลล์แบบสอง
พารามิ เตอร์ เมื่อก าหนดให้ทราบค่าพารามิ เตอร์ 
     ซึ่ งเป็นพารามิ เตอร์รูปร่าง  (shape 

parameter)  โดยพิจารณาจากค่าสัมประสิทธิ์ความ
เ ช่ือมั่นและค่าความกว้างเฉลี่ยเป็นเกณฑ์ในการ
เปรียบเทียบ 
 

2. วัตถุประสงค์ในการวิจัย 
เพื่อศึกษาและเปรียบเทียบวิธีการประมาณค่า

แบบช่วง 2 วิธี คือ วิธีบูตสแตรปทีและวิธีแจ็คไนฟ์  
ส าหรับพารามิเตอร์ขนาดของการแจกแจงไวบูลล์แบบ
สองพารามิเตอร์ 
 

3. วิธีการวิจัย 
3.1 ในงานวิจัยนี้ ก าหนดสถานการณ์ที่ศึกษา 

ดังนี้ ก าหนดให้ข้อมูลมีการแจกแจงไวบูลล์แบบสอง
พารามิ เตอร์กรณีทราบค่าพารามิ เตอร์    เมื่ อ 
     ซึ่งมีฟังก์ชันความหนาแน่นน่าจะเป็น คือ  

f (x) 
0

0 0

0

x1
x exp

η



  




  
  
   

 x 0, β0;  

0, η 0  เมื่อ 
0β  เป็นพารามิเตอร์รูปร่าง (shape  

parameter) และ η  เป็นพารามิเตอร์ขนาด (scale  
parameter) โดยก าหนดขนาดตัวอย่าง  n เท่ากับ 10, 
20, 30, 50 และ 100  และก าหนดให้ทราบ
ค่าพารามิเตอร์     เท่ากับ 1, 2, 3, 4, 5 และ 6  
และค่าพารามิเตอร์ขนาด   เท่ากับ 1, 1.5, 2, 2.5 
และ 3 ในกรณีของวิธีบูตสแตรปทีก าหนดจ านวนครั้ง
ของการท าซ้ าเท่ากับ 1,000 ก าหนดสัมประสิทธิ์ความ
เช่ือมั่นคือ 95 % ท าการจ าลองข้อมูลที่มีการแจกแจง
ดังกล่าวตามสถานการณ์ที่ก าหนดด้วยเทคนิคมอนติ -
คาร์โลด้วยการท าซ้ า  M  1,000 ครั้ง ส าหรับแต่ละ
สถานการณ์ โดยใช้โปรแกรมทางสถิติ SAS 

3.2 น าตัวอย่างสุ่ม 1 2 nX , X ,..., X ที่จ าลอง
ได้มาค านวณช่วงความเช่ือมั่นของวิธีบูตสแตรปทีและ
วิธีแจ็คไนฟ์ ดังนี้ 
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3.2.1 วิธีบูตสแตรปที (Bootstrap-t  
method) มีขั้นตอนดังต่อไปนี ้

(1) จากตัวอย่างสุ่ม 1 2 nX , X ,..., X  ที่
มีการแจกแจงไวบูลล์แบบสองพารามิเตอร์ ซึ่งมีค่า 
ประมาณ คือ ̂  และค่าความคลาดเคลื่อนมาตรฐาน 
คือ ˆSE( )  

(2) ท าการสุ่มตัวอย่างซ้ าแบบคืนที่
จ า น วน  n  ตั ว  จ ะ ไ ด้ ตั ว อ ย่ า ง สุ่ ม ชุ ด ใ หม่  คื อ 

* * *
1 2 nX , X ,..., X

 
ซึ่ ง เ รี ย ก ว่ า ตั ว อ ย่ า ง บู ต ส แ ต ร ป 

(Bootstrap sample) 
(3) ค านวณค่าประมาณ *

̂  และค่า
ความคลาดเคลื่อนมาตรฐาน  * *ˆSE   ของตัวอย่าง
บูตสแตรป 

(4) ค านวณค่าสถิติ *
T   ได้จาก *

T 

 

*

* *

ˆ ˆ

ˆSE

  


    

(5) ท าตามขั้นตอนที่ (2), (3) และ (4) 
ตามล าดับ ด้วยจ านวนครั้งของการท าซ้ าแบบบูตส-
แตรป  B  1,000 ครั้ง จะได้ค่าสถิติ * * *

1 2 1,000T ,T ,...,T  
(6) น าค่า * * *

1 2 1,000T ,T ,...,T  จ านวน 
1,000 ค่า มาเรียงล าดับจากน้อยไปมาก เพื่อหาค่า 

1
2

t 


 และ 
2

t  โดยพิจารณาค่า * * *
1 2 1,000T ,T ,...,T  ที่ได้

เรียงล าดับแล้ว โดยที่ค่าในล าดับที่ B 1
2


 
 
 
 

 คือ 

1
2

t 


และ B
2



 
 
   

คือ 
2

t  

(7) น าค่าสถิติ 
1

2

t 


 และ 
2

t

 
จาก

ขั้นตอนที่  (6) มาค านวณช่วงความเช่ือมั่นส าหรับ
พารามิ เตอร์  η  เมื่อทราบค่าพารามิ เตอร์   

1,2,3,4,5,6  ไ ด้ ดั ง นี้ 

1
2 2

ˆ ˆ ˆ ˆt SE( ), t SE( ) 


   
 
 
  

 

3.2.2 วิธีแจ็คไนฟ์ (Jackknife Method) 

วิธีแจ็คไนฟ์ถูกเสนอเป็นครั้งแรกโดย 
Quenouille [6] เพื่อลดความเอนเอียงของตัว
ประมาณค่าซึ่งเป็นวิธีที่ใช้การเลือกตัวอย่างซ้ าวิธีหนึ่ง
โดยการเลือกตัวอย่างใหม่จากตัวอย่างเพียงชุดเดียว 
[3,7] มีขั้นตอนดังนี้ 

(1) จากตัวอย่างสุ่ม 1 2 nX , X ,..., X  ที่
มีการแจกแจงไวบูลล์แบบสองพารามิเตอร์จะสร้าง
ตัวอย่างชุดใหม่ โดยการตัดค่าที่ i  ออก 1 ค่า โดยที่ 
i 1, 2,..., n  จะได้ตัวอย่างใหม่ คือ 1 2 i 1X ,X ,...,X ,

i 1 nX , ..., X ที่มีขนาด n 1  โดยค่าที่ถูกตัดออกจะใส่
คืนกลับไปในตัวอย่างก่อนที่จะท าการสร้างตัวอย่างครั้ง
ต่อไป ท าเช่นนี้ จ านวน n  ครั้ง นั่นคือ ครั้งที่ 1 ตัดค่า 

1X  ออกจากตัวอย่าง แล้วค านวณค่าประมาณของ   
จาก 2 3 nX , X ,..., X

 
จะได้ค่าประมาณ คือ (1)̂  ครั้งที่ 

2 ตัดค่า  2X  ออกจากตัวอย่ าง  แล้วค านวณค่า 
ป ร ะ ม า ณ ข อ ง    จ า ก  1 3 nX , X ,..., X

 
จ ะ ไ ด้

ค่าประมาณ คือ (2)̂  ส าหรับครั้งที่ 3, 4, …, n  ท าใน
ท านองเดียวกันกับครั้งที่ 1 และ 2 จะได้ค่าประมาณ 

(3) (4) (n)
ˆ ˆ ˆ, ,...,    ด้วยการท าซ้ าดังที่กล่าวมาแล้ว
จ านวน n  ครั้ง จะได้ค่าประมาณของ   จ านวน n  
ตัว คือ (1) (2) (n)

ˆ ˆ ˆ, ,...,     
(2) จากค่า (1) (2) (n)

ˆ ˆ ˆ, ,...,    น ามา
ค านวณค่ าประมาณและค่าความคลาดเคลื่ อน

ม า ต ร ฐ า น ข อ ง แ จ็ ค ไ น ฟ์  ดั ง นี้  
n

J (i)
i 1

1
ˆ ˆ

n 

   ; 

 
n 2

J (i) J
i 1

1
ˆ ˆSE

n(n 1) 

  


 

(3) จะได้ช่วงความเช่ือมั่นส าหรับ
พ า ร า มิ เ ต อ ร์    ข อ ง วิ ธี แ จ็ ค ไ น ฟ์  คื อ 

J J J J
1 ,n 1 1 ,n 1

2 2

ˆ ˆt SE , t SE 
   

   
 
 
  

 โ ด ย ที่   
1

2

t 


  

คือ ค่าวิกฤตที่ได้จากการเปิดตาราง t  ที่ df n 1   
3.3 จ าลองข้อมูลและค านวณช่วงความเช่ือมั่น

จ านวน 1,000 ครั้ง 
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3.4 น าช่วงความเชื่อมั่นที่ค านวณได้ในแต่ละวิธี 
มาพิจารณาว่าครอบคลุมค่าพารามิเตอร์   หรือไม่  
โดยการพิจารณาช่วงที่ครอบคลุมค่าพารามิเตอร์แล้ว

ท าการบวกสะสมจ านวนที่ช่วงคลุมค่าพารามิเตอร์ไว้  
จ ากนั้ นน าค่ า ดั งกล่ า ว ไปค านวณค่ าประมาณ
สัมประสิทธ์ิความเชื่อมั่น ˆ(c)  ดังนี ้

 

ค่าประมาณสัมประสิทธ์ิความเช่ือมั่น        
จ านวนครั้งท่ีช่วงคลุมค่าพารามิเตอร์

     
 

 
3.5 น าวิธีการประมาณค่าที่มีช่วงความเช่ือมั่น

ไม่ต่ ากว่าค่าสัมประสิทธิ์ความเช่ือมั่นที่ก าหนด มา
ค านวณค่าความกว้างเฉลี่ย โดยที่เกณฑ์ค่าสัมประสิทธิ์
ความเช่ือมั่นที่ก าหนดนั้นพิจารณาจากการทดสอบ
สมมติฐาน [8] ดังนี้ 0 0H : c c ; 1 0H : c c  ซึ่งจะ

ปฏิเสธสมมติฐานหลัก 0H  เมื่อ 0 0
0

c (1 c )
ĉ c Z

M



    

ซึ่งวิธีการประมาณค่าที่ให้ค่าประมาณสัมประสิทธิ์
ความเช่ือมั่นไม่ต่ ากว่าค่าสัมประสิทธิ์ความเช่ือมั่นที่

ก าหนด คือ 0 0
0

c (1 c )
ĉ c Z

M



   โดยที่ c  คือ 

ค่าสัมประสิทธิ์ความเช่ือมั่น ĉ  คือ ค่าประมาณ

สัมประสิทธ์ิความเช่ือมั่น 0c  คือ ค่าสัมประสิทธิ์ความ
เชื่อมั่นที่ก าหนด ซึ่งเท่ากับ 95 % และ M  คือ จ านวน
ครั้งของการทดลองซ้ าซึ่งเท่ากับ 1,000 ครั้ง ดังนั้นใน

ที่นี้จะได้ว่า 0.95(1 0.95)
ĉ 0.95 1.645 0.9387

1000


  

 
นั่นคือ ช่วงความเช่ือมั่นในแต่ละวิธีต้องมีค่าไม่ต่ ากว่า 
0.9387 ที่สัมประสิทธิ์ความเช่ือมั่น 0.95 แล้วท าการ
บวกสะสมจ านวนที่ช่วงความเช่ือมั่นมีค่าไม่ต่ ากว่าค่า
สัมประสิทธิ์ความเช่ือมั่นที่ก าหนด จากนั้นค านวณ
ค่าประมาณความกว้างเฉลี่ยของช่วงความเช่ือมั่นได้
ดังนี ้

ค่าประมาณความกว้างเฉลีย่ของช่วงความเชื่อมั่น  

M

i i
i 1

(U L )

M







 
 
โดยที่ iU  คือ ค่าขอบเขตบนของช่วงความเชื่อมั่นของ
การท าซ้ าครั้งที่ i  และ iL  คือ ค่าขอบเขตล่างของ
ช่วงความเชื่อมั่นของการท าซ้ าครัง้ที่ i  

3.6 เปรียบเทียบค่าความกว้างเฉลี่ยของช่วง

ความเชื่อมั่นในแต่ละวิธี โดยวิธีการประมาณค่าใดใหค้า่

ความกว้างเฉลี่ยต่ าที่สุดจะถือว่าเป็นวิธีการประมาณ

ค่าที่ดีที่สุดในสถานการณ์นั้น
 

 

4. ผลการศึกษา 
งานวิ จั ยนี้ เ ปรี ยบ เทียบวิ ธี การประมาณ

ค่าพารามิเตอร์ขนาด   ของการแจกแจงไวบูลล์แบบ

สองพารามิเตอร์เมื่อก าหนดให้ทราบค่าพารามิเตอร์ 

0 1,2,3,4,5,6     ด้วยวิธีการประมาณค่า 2 วิธี คือ 
วิธีบูตสแตรปทีและวิธีแจ็คไนฟ์ ท าการเปรียบเทียบที่
สัมประสิทธิ์ความเช่ือมั่นเท่ากับ 95 % โดยพิจารณา
เปรียบเทียบจากค่าสัมประสิทธิ์ความเช่ือมั่นที่มีค่าไม่
ต่ ากว่าค่าสัมประสิทธิ์ความเช่ือมั่นที่ก าหนด ซึ่งในที่นี้
ต้องมีค่าไม่ต่ ากว่า 0.9387 และน าวิธีการที่มีค่า
สัมประสิทธ์ิความเชื่อมั่นไม่ต่ ากว่าค่าสัมประสิทธิ์ความ
เช่ือมั่นที่ก าหนดไปค านวณค่าความกว้างเฉลี่ยของช่วง
ความเชื่อมั่น โดยที่วิธีการใดที่ให้ค่าความกว้างเฉลี่ยต่ า
ที่สุดจะถือว่าวิธีการนั้นดีที่สุดในสถานการณ์นั้น ผล
การศึกษาสรุปได้ดังนี้    
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ตารางที่ 1 ค่าสัมประสิทธ์ิความเชื่อมั่นของวิธีบูตสแตรปทีและวิธีแจ็คไนฟ์ที่สัมประสิทธ์ิความเชื่อมั่น 95 % 
 

n    
0 1   0 2   0 3   0 4   0 5   0 6   

วิธี B วิธี J วิธี B วิธี J วิธี B วิธี J วิธี B วิธี J วิธี B วิธี J วิธี B วิธี J 

10 

1 0.906 0.209 0.911 0.215 0.893 0.203 0.913 0.206 0.900 0.205 0.894 0.206 
1.5 0.900 0.204 0.888 0.192 0.880 0.217 0.903 0.201 0.899 0.209 0.899 0.161 
2 0.882 0.205 0.901 0.182 0.880 0.185 0.908 0.210 0.905 0.221 0.898 0.172 

2.5 0.898 0.182 0.912 0.192 0.892 0.177 0.867 0.197 0.891 0.186 0.886 0.207 
3 0.903 0.162 0.907 0.185 0.891 0.201 0.901 0.203 0.909 0.199 0.901 0.182 

20 

1 0.915 0.078 0.918 0.083 0.912 0.095 0.889 0.081 0.927 0.080 0.917 0.080 
1.5 0.922 0.079 0.912 0.073 0.919 0.096 0.915 0.084 0.933 0.086 0.922 0.063 
2 0.911 0.091 0.915 0.095 0.910 0.081 0.924 0.089 0.908 0.107 0.928 0.090 

2.5 0.919 0.069 0.921 0.093 0.934 0.090 0.919 0.075 0.919 0.097 0.924 0.097 
3 0.898 0.081 0.929 0.093 0.912 0.080 0.921 0.085 0.914 0.102 0.935 0.088 

30 

1 0.930 0.054 0.917 0.061 0.924 0.060 0.931 0.064 0.933 0.051 0.912 0.052 
1.5 0.927 0.044 0.926 0.050 0.937 0.061 0.926 0.056 0.914 0.045 0.918 0.060 
2 0.930 0.056 0.919 0.054 0.934 0.055 0.919 0.055 0.931 0.049 0.929 0.057 

2.5 0.927 0.050 0.924 0.071 0.933 0.071 0.918 0.059 0.932 0.070 0.940 0.055 
3 0.917 0.073 0.924 0.067 0.934 0.058 0.914 0.066 0.925 0.063 0.934 0.069 

50 

1 0.923 0.034 0.950 0.031 0.924 0.034 0.931 0.038 0.934 0.030 0.938 0.036 
1.5 0.935 0.037 0.949 0.034 0.940 0.027 0.937 0.036 0.928 0.031 0.925 0.033 
2 0.938 0.041 0.932 0.030 0.930 0.056 0.920 0.040 0.942 0.030 0.948 0.034 

2.5 0.935 0.027 0.948 0.041 0.931 0.037 0.929 0.036 0.937 0.043 0.929 0.030 
3 0.929 0.040 0.938 0.041 0.943 0.042 0.939 0.036 0.927 0.036 0.920 0.043 

100 

1 0.942 0.014 0.941 0.018 0.944 0.007 0.937 0.016 0.949 0.011 0.954 0.015 
1.5 0.939 0.017 0.949 0.020 0.953 0.023 0.943 0.009 0.948 0.016 0.946 0.011 
2 0.946 0.019 0.931 0.015 0.941 0.017 0.946 0.022 0.942 0.016 0.951 0.012 

2.5 0.934 0.010 0.943 0.017 0.935 0.016 0.932 0.015 0.944 0.015 0.945 0.018 
3 0.956 0.016 0.949 0.014 0.937 0.023 0.93 0.026 0.951 0.017 0.952 0.017 

หมายเหตุ  วิธี B คือ วิธีบูตสแตรปที (Bootstrap-t method)  
วิธี J คือ วิธีแจ็คไนฟ์ (Jackknife method)  
ตัวหนา คือ กรณีที่ค่าสัมประสิทธิ์ความเช่ือมั่นที่ค านวณได้มีค่าไม่ต่ ากว่าค่าสัมประสิทธิ์ความเช่ือมั่นที่

ก าหนดซึ่งเท่ากับ 0.9387 
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จากตารางที่ 1 ที่สัมประสิทธิ์ความเช่ือมั่น 95 
% สรุปผลการศึกษาได้ดังนี ้

4.1 วิธีบูตสแตรปที   
กรณีขนาดตัวอย่าง เท่ากับ 10 และ 20 ให้

ค่าสัมประสิทธ์ิความเชื่อมั่นต่ ากว่าค่าสัมประสิทธิ์ความ
เชื่อมั่นที่ก าหนด ในทุกค่าพารามิเตอร์   และ 0  

กรณีขนาดตัวอย่าง เท่ากับ 30 ให้ค่ า
สัมประสิทธิ์ความเช่ือมั่นต่ ากว่าค่าสัมประสิทธิ์ความ
เช่ือมั่นที่ก าหนดในทุกค่าพารามิเตอร์   และ 0  

ยกเว้น กรณีที่ 2.5   และ 0 6   

กรณีขนาดตั วอย่ า ง  เท่ ากับ 50 เมื่ อ
พิจารณาที่ค่าพารามิเตอร์   จะให้ค่าสัมประสิทธิ์
ความเช่ือมั่นไม่ต่ ากว่าค่าสัมประสิทธิ์ความเช่ือมั่นที่
ก าหนด และเมื่อพิจารณาร่วมกับค่าพารามิเตอร์ 0  

จะให้ค่ าสั มประสิทธิ์ ความ เ ช่ื อมั่ น ไม่ ต่ ากว่ าค่ า
สัมประสิทธิ์ความเช่ือมั่นที่ก าหนดในบางพารามิเตอร์ 
ยกเว้นในกรณีที่ 0 เท่ากับ 1 จะให้ค่าสัมประสิทธิ์ต่ า
กว่าค่าสัมประสิทธ์ิความเชื่อมั่นที่ก าหนด 

กรณีขนาดตัวอย่าง เท่ากับ 100 โดยส่วน
ใหญ่ให้ค่าสัมประสิทธิ์ความเ ช่ือมั่นไม่ต่ ากว่าค่า
สัมประสิทธ์ิความเชื่อมั่นที่ก าหนด 

4.2 วิธีแจ็คไนฟ ์

วิธีแจ็คไนฟ์ให้ค่าสัมประสิทธิ์ความเช่ือมั่น
ต่ ากว่าค่าสัมประสิทธิ์ความเช่ือมั่นที่ก าหนด ในทุก
ขนาดตัวอย่าง และทุกค่าพารามิเตอร์   และ 0  

ดังนั้น  เมื่อพบว่าวิธีแจ็คไนฟ์มีค่ า
สัมประสิทธิ์ความเช่ือมั่นต่ ากว่าค่าสัมประสิทธิ์ความ
เช่ือมั่นที่ก าหนด จึงไม่น าวิธีแจ็คไนฟ์มาค านวณค่า
ความกว้างเฉลี่ยของช่วงความเช่ือมั่น และส าหรับ
วิธีบูตสแตรปทีสามารถค านวณค่าความกว้างเฉลี่ยของ
ช่วงความเช่ือมั่น เมื่อขนาดตัวอย่าง  n  เท่ากับ 30, 

50 และ 100 แสดงดังตารางท่ี 2 

จากตารางที่ 2 วิธีบูตสแตรปทีเป็นวิธีเดียว
ที่น ามาค านวณค่าความกว้างเฉลี่ยของช่วงความเช่ือมั่น 
เมื่อขนาดตัวอย่าง  n  เท่ากับ 30, 50 และ 100 
สามารถสรุปผลการศึกษาได้ดังนี้ 

4.2.1 กรณีขนาดตัวอย่างเท่ากับ 30 วิธ ี
บูตสแตรปทีให้ค่าต่ ากว่าค่าสัมประสิทธิ์ความเช่ือมั่นที่
ก า ห น ด ใน ทุ ก ก ร ณี  มี เ พี ย ง ก ร ณี เ ดี ย ว  คื อ  ที่
ค่าพารามิเตอร์   เท่ากับ 2.5 และ 0  เท่ากับ 6 ที่ให้
ค่าความกว้างเฉลี่ยของช่วงความเชื่อมั่น 

4.2.2 กรณีขนาดตัวอย่างเท่ากับ 50  วิธี 
บูตสแตรปที ให้ค่าความกว้างเฉลี่ยของช่วงความ
เช่ือมั่นในบางค่าพารามิเตอร์ โดยเมื่อพิจารณาให้ทุก
ค่าพารามิ เตอร์    คงที่  เมื่ อค่าพารามิ เตอร์  0  

เปลี่ยนแปลงไป พบว่าเมื่อ 0  มีค่าเพิ่มมากขึ้นจะท า
ให้ค่าความกว้างเฉลี่ยของช่วงความเช่ือมั่นมีค่าลดลง 
โดยจะมีค่าต่ าที่สุดเมื่อ 0 6   รองลงมาคือ 0  

เท่ากับ 5, 4, 3 และ 2 ตามล าดับ ในขณะเดียวกันเมื่อ
พิจารณาให้ค่าพารามิเตอร์ 0  คงที่ เมื่อค่าพารา-
มิเตอร์   เปลี่ยนแปลงไป พบว่าเมื่อ   มีค่าเพิ่มขึ้น 
จะท าให้ค่าความกว้างเฉลี่ยของช่วงความเช่ือมั่นมีค่า
เพิ่มมากข้ึน 

4.2.3 กรณีขนาดตัวอย่างเท่ากับ 100  วิธี 
บูตสแตรปที ให้ค่าความกว้างเฉลี่ยของช่วงความ
เชื่อมั่นต่ าที่สุดที่ค่าพารามิเตอร์   เท่ากับ 1 รองลงมา 
คือ   เท่ากับ 1.5, 2, 2.5 และ 3 ตามล าดับ โดยเมื่อ
พิจารณาให้ทุกค่าพารามิเตอร์   คงที่ เมื่อค่าพารา-
มิเตอร์ 0  เปลี่ยนแปลงไป พบว่าเมื่อ 0  มีค่าเพิ่ม
มากขึ้นจะท าให้ค่าความกว้างเฉลี่ยของช่วงความ
เช่ือมั่นมีค่าลดลง ในขณะเดียวกันเมื่อพิจารณาให้
ค่าพารามิเตอร์ 0  คงที่ เมื่อค่าพารามิเตอร์   
เปลี่ยนแปลงไป  พบว่าเมื่อ   มีค่าเพิ่มมากขึ้นจะท า
ให้ค่าความกว้างเฉลี่ยของช่วงความเชื่อมั่นมีค่าเพิ่มขึ้น 
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ตารางที่ 2 ค่าความกว้างเฉลี่ยของช่วงความเช่ือมั่นของวิธีบูตสแตรปทีและวิธีแจ็คไนฟ์ที่สัมประสิทธิ์ความเช่ือมั่น 
95 % 

 

n    
0 1   0 2   0 3   0 4   0 5   0 6   
วิธี B วิธี B วิธี B วิธี B วิธี B วิธี B 

30 

1 - - - - - - 
1.5 - - - - - - 

2 - - - - - - 
2.5 - - - - - 0.2711 

3 - - - - - - 

50 

1 - 0.2600 - - - - 

1.5 - 0.3911 0.2559 - - - 
2 - - - - 0.2059 0.1724 

2.5 - 0.6536 - - - - 

3 - - 0.5194 0.3848 - - 

100 

1 0.3711 0.1851 0.1225 - 0.0736 0.0620 

1.5 0.5561 0.2794 0.1857 0.1381 0.1105 0.0918 
2 0.7471 - 0.2443 0.1843 0.1457 0.1231 

2.5 - 0.4585 - - 0.1843 0.1532 

3 1.1316 0.5544 - - 0.2221 0.1854 
หมายเหตุ  วิธี B คือ วิธีบูตสแตรปที (Bootstrap-t method) 

- หมายถึง ไม่มีค่าความกว้างเฉลี่ยของช่วงความเชื่อมั่น เนื่องจากมีค่าสัมประสิทธิ์ความเช่ือมั่นต่ ากว่าค่า    

สัมประสิทธ์ิความเชื่อมั่นที่ก าหนด 
 

5. สรุปผลการศึกษา 
จากการพิจารณาเกณฑ์ค่าสัมประสิทธิ์ความ

เช่ือมั่นและค่าความกว้างเฉลี่ยของช่วงความเช่ือมั่น 
พบว่าวิธีบูตสแตรปที เป็นวิธีที่ให้ค่าสัมประสิทธิ์ความ
เช่ือมั่นไม่ต่ ากว่าค่าสัมประสิทธิ์ความเช่ือมั่นที่ก าหนด 
ในขณะที่วิธีแจ็คไนฟ์ให้ค่าสัมประสิทธิ์ความเช่ือมั่นต่ า
กว่าค่าสัมประสิทธิ์ความเช่ือมั่นที่ก าหนดในทุกกรณี  
ซึ่งโดยส่วนใหญ่วิธีบูตสแตรปทีจะให้ค่าสัมประสิทธิ์
ความเช่ือมั่นไม่ต่ ากว่าค่าสัมประสิทธิ์ความเช่ือมั่นที่

ก าหนดในกรณีที่ตัวอย่างมีขนาดใหญ่ คือ 50 และ 100 
และเมื่อน าไปพิจารณาค่าความกว้างเฉลี่ย พบว่า เมื่อ
ค่าพารามิเตอร์   มีค่าเพิ่มขึ้น จะท าให้ค่าความกว้าง
เฉลี่ยมีค่าเพิ่มมากขึ้น และเมื่อพิจารณาที่ค่าพารา-
มิเตอร์ 0  พบว่าเมื่อ 0  มีค่ามากขึ้นจะท าให้ค่า
ความกว้างเฉลี่ยของช่วงความเช่ือมั่นมีค่าลดลง ซึ่งจะ
เห็นได้ว่าขนาดตัวอย่างและค่าพารามิเตอร์มีผลต่อค่า
สัมประสิทธิ์ความเช่ือมั่นและค่าความกว้างเฉลี่ยของ
ช่วงความเชื่อมั่น 
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6. ข้อเสนอแนะจากการวิจัย 
6.1 ในการเปรียบเทียบวิธีการประมาณค่าควร

ศึกษาเกณฑ์การพิจารณาเพิ่มเติมจากเกณฑ์ที่ก าหนด
ในงานวิจัยนี้เพื่อให้ได้ข้อสรุปที่มีความแม่นย ามาก
ยิ่งขึ้น เช่น ในงานของ Patil and Kulkarni [9] ได้
เสนอเกณฑ์ในการเปรียบเทียบ คือ ความสมดุลของ
ความน่าจะเป็นที่ไม่ครอบคลุม (Balance of right 
and left noncoverage probabilities) ค่าคาดหวัง 
P-bais [E(P-bias)] และค่าคาดหวัง P-confidence 
[E(P-confidence)] ซึ่งเป็นเกณฑ์ที่พิจารณาฟังก์ชัน
ของ P-value 

6.2 ในการศึกษาครั้งต่อไปอาจศึกษาการแจก
แจงไวบูลล์แบบสองพารามิเตอร์ ในกรณีที่ไม่ทราบค่า
ทั้งพารามิเตอร์ขนาด (scale parameter) และ
พารามิเตอร์รูปร่าง (shape parameter) 
   

7. รายการอ้างอิง 
[1] สุจินต์ หล้าค า, 2542, การศึกษาสถิติไวบูลล์, 

ก า ร ค้ น คว้ า แ บ บอิ ส ร ะ เ ชิ ง วิ ท ย า นิ พน ธ์ , 
มหาวิทยาลัยเชียงใหม,่ เชียงใหม่. 

[2] กัญญ์พิชญา พุทธะไชยทัศน์, 2552, การเปรียบ 
เทียบการประมาณการแจกแจงของข้อมูล
สมมาตรและไม่สมมาตรด้วยวิธีแจ็คไนฟ์กับ
วิ ธี บู ต ส แต ร ป , วิ ท ย า นิ พน ธ์ ป ริ ญญ า โ ท , 
จุฬาลงกรณ์มหาวิทยาลัย, กรุงเทพฯ.  

[3] Oyeyemi, G.M., 2008, Comparison of 
Bootstrap and Jackknife methods of 
resampling in estimating population 
parameters, Global J. Pure Appl. Sci. 14: 
217-220. 

[4] Diciccio, T.J. and Efron, B., 1996, 
Bootstrap confidence intervals, Stat. Sci. 
11: 189-228. 

[5] Efron, B., 1979, Bootstrap methods: 
Another look at the Jackknife, Ann. Stat. 
7: 1-26. 

[6] Quenonuille, M.H., 1956, Notes on bias in 
estimation, Biometrika 43: 353-360.  

[7] Miller, R.G., 1974, The jackknife: A review, 
Biometrika 61: 1-15. 

[8] รุ่งตะวัน วัฒนธรม, 2553, การเปรียบเทียบ
วิธีการประมาณค่าแบบช่วงส าหรับค่าเฉลี่ย
ประชากร , วิทยานิพนธ์ปริญญาโท , 
มหาวิทยาลัยธรรมศาสตร์, ปทุมธานี. 

[9] Patil, V.V. and Kulkarni, H.V., 2012, 
Comparison of confidence intervals for 
the poisson mean: Some new aspects, 
REVSTAT Stat. J. 10: 211-227. 

 


