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Abstract

The objective of this research is to compare three methods of point estimation: Bayesian
method, ordinary least square method and parametric bootstrap method for the simple linear
regression model. The criterion is the average mean squared error (AMSE) and the sample sizes
are 15, 30, 75 and 100. The distribution of error term is normal with mean of 0 and standard
deviation of 0.15, 0.5 and 1 and the independent variable is selected at random from normal
distribution with mean of 1 and standard deviation of 0.1. The data is generated by using the
Monte Carlo technique with the repetition of 1000 times. It is found that the Bayesian method is
the most efficient, followed by the ordinary least square method and the parametric bootstrap

method, respectively.
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