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บทคัดย่อ 
งานวิจัยนี้มีจุดประสงค์เพื่อเปรียบเทียบวิธีการประมาณค่าพารามิเตอร์แบบจุดด้วยวิธีเบย์เซียน (Bayesian 

method) วิธีก าลังสองน้อยที่สุด (ordinary least square method) และวิธีบูตสแตรปแบบใช้พารามิเตอร์

(parametric bootstrap method) ในการวิเคราะห์การถดถอยเชิงเส้นอย่างง่าย เกณฑ์ในการพิจารณา

ประสิทธิภาพของวิธีการประมาณค่า คือ ค่าเฉลี่ยความคลาดเคลื่อนก าลังสองเฉลี่ย (AMSE) ขนาดตัวอย่างที่ใช้ใน

การศึกษา คือ 15, 30, 75 และ 100 การแจกแจงของความคลาดเคลื่อนสุ่ม คือ การแจกแจงแบบปกติมีค่าเฉลี่ย

เท่ากับ 0 และส่วนเบี่ยงเบนมาตรฐานเท่ากับ 0.15, 0.5 และ 1 ตัวแปรอิสระเป็นค่าคงที่ซึ่งสุ่มมาจากการแจกแจง

ปกติด้วยค่าเฉลี่ยเท่ากับ 1 และส่วนเบี่ยงเบนมาตรฐานเท่ากับ 0.1 ข้อมูลที่ใช้ในการวิจัยได้จากการจ าลองข้อมูลด้วย

เทคนิคมอนติคาร์โลกระท าซ้ า 1000 ครั้งในแต่ละสถานการณ์ ซึ่งผลการวิจัยสรุปได้ดังนี้ วิธีเบย์เซียนมีประสิทธิภาพ

ดีที่สุดส าหรับทุก ๆ สถานการณ์ที่ก าหนด รองลงมาคือวิธีก าลังสองน้อยที่สุดและวิธีบูตสแตรปแบบใช้พารามิเตอร์มี

ประสิทธิภาพใกล้เคียงกัน 
 

ค าส าคัญ : การแจกแจงแบบปกติ; ค่าเฉลี่ยความคลาดเคลื่อนก าลังสองเฉลี่ย; การประมาณค่าพารามิเตอร์แบบจุด 
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Abstract 
The objective of this research is to compare three methods of point estimation: Bayesian 

method, ordinary least square method and parametric bootstrap method for the simple linear 
regression model. The criterion is the average mean squared error (AMSE) and the sample sizes 
are 15, 30, 75 and 100. The distribution of error term is normal with mean of 0 and standard 
deviation of 0.15, 0.5 and 1 and the independent variable is selected at random from normal 
distribution with mean of 1 and standard deviation of 0.1. The data is generated by using the 
Monte Carlo technique with the repetition of 1000 times. It is found that the Bayesian method is 
the most efficient, followed by the ordinary least square method and the parametric bootstrap 
method, respectively.     
 

Keywords: normal distribution; average mean squared error; point estimation 
 

1. บทน า 
งานวิจัยนี้สนใจศึกษาตัวแบบถดถอยเชิงเส้น

อย่างง่าย 
0 1

y x      โดยตัวแปรที่สนใจศึกษา
เป็นตั วแปรต่อ เนื่ องประกอบด้วยตั วแปรอิสระ 
(independent variable) หรือตัวแปร x  เป็นตัวแปร
อิสระไม่ขึ้นอยู่กับตัวแปรอื่น ๆ สามารถเปลี่ยนแปลงคา่
ได้ยาก และตัวแปรตาม (dependent variable) หรือ
ตัวแปร y  เป็นตัวแปรที่แปรผันตามตัวแปรอิสระ แล้ว
น ามาศึกษาการประมาณค่าพารามิเตอร์  โดยที่การ
ประมาณค่าพารามิเตอร์เป็นการอนุมานทางสถิติอาศัย
หลักการที่ว่าน าเอาข้อมูลที่ได้จากตัวอย่างไปคาดคะเน
คุณลักษณะประชากร โดยทั่วไปการประมาณค่าพารา
มิเตอร์มี 2 แบบ [1] คือ การประมาณค่าแบบจุด 
(point estimation) เป็นการประมาณค่าพารา มิเตอร์
ที่สนใจด้วยค่าสถิติเพียงค่าเดียว ซึ่งการประมาณค่า
แบบนี้อาจมีค่าเท่ากับค่าพารามิเตอร์หรืออาจมีโอกาส
ที่จะได้ค่าคาดเคลื่อนไปจากพารามิเตอร์ทั้งนี้ขึ้นอยู่กับ
หน่วยตัวอย่างที่น ามาวิเคราะห์ และการประมาณค่า
แบบช่วง (interval estimation) เป็นการประมาณ
ค่าพารามิเตอร์ว่าจะอยู่ ช่วงใดช่วงหนึ่งด้วยความ
เชื่อมั่นที่ก าหนด ในงานวิจัยนี้สนใจศึกษาการประมาณ

ค่าแบบจุด ซึ่งเป็นวิธีในการหาตัวประมาณค่าแบบจุดที่
มีสมบัติต่าง ๆ ที่ดีเพียงตัวเดียว ซึ่งมีอยู่หลายวิธี ในที่นี้
สนใจศึกษาเฉพาะ 

วิธีเบย์เซียน (Bayesian method) [2] ซึ่งเป็น
วิธีการประมาณค่าพารามิเตอร์บนพื้นฐานความน่าจะ
เป็นแบบมีเง่ือนไข ซึ่งวิธีนี้อาศัยหลักการที่ว่าข้อมูลใน
อนาคตหรือเรียกว่าการแจกแจงภายหลัง แปรผันกับ
ผลคูณของข้อมูลในปัจจุบันหรือเรียกว่าฟังก์ชันควรจะ
เป็น และข้อมูลในอดีตหรือเรียกว่าการแจกแจงก่อน 

วิธีก าลังสองน้อยที่สุด (ordinary least 
square method, OLS) [3] เป็นวิธีที่ท าให้ผลบวก
ก าลังสองของความคลาดเคลื่อนมีค่าต่ าที่สุดที่ ภายใต้
เง่ือนไขที่ว่ามีความเป็นเส้นตรง กล่าวคือ เป็นฟังก์ชัน
เชิงเส้นตรงของตัวแปรตามและตัวแปรอิสระ และเป็น
ตัวประมาณที่ไม่เอนเอียง กล่าวคือ ค่าคาดหมายของ
ค่าประมาณพารามิเตอร์จะเท่ากับค่าพารามิเตอร์ และ
มีความแปรปรวนต่ าสุดในบรรดาตัวประมาณค่าที่ไม่
เอนเอียงอื่น ๆ 

วิธีบูตสแตรปแบบใช้พารามิเตอร์ (parametric 
bootstrap method, PB) [4] วิธีนี้แตกต่างจากวิธี
ข้างต้นคือเป็นการประมาณค่าพารามิเตอร์โดยใช้การ
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สุ่มตัวอย่างจากประชากรแบบใส่คืน ภายใต้เง่ือนไข
ของการใช้สถิติมีพารามิเตอร์ [5] ที่ว่าตัวแปรที่ศึกษา
อยู่ในมาตราวัดระดับช่วงขึ้นไป ข้อมูลที่ได้จากกลุ่ม
ตัวอย่างมีการแจกแจงแบบปกติและประชากรแต่ละ
กลุ่ม              ที่น าศึกษามีความแปรปรวนเท่ากัน 

จากการตรวจเอกสาร พบว่า ในปี ค.ศ. 2007 
Sahinler และ Topuz [6] ได้ศึกษาวิธีบูตสแตรปและ
วิธีแจ็คไนฟ์ส าหรับการประมาณค่าพารามิเตอร์ใน
สมการถดถอย โดยจะประมาณค่าความเอนเอียง ค่า
ความแปรปรวน และค่าพารามิเตอร์ค่าเฉลี่ยแบบจุด
และสร้างช่วงความเช่ือมั่นส าหรับพารามิเตอร์ ถัดมาปี 
ค.ศ. 2008 Amiri และคณะ [7] ได้ศึกษาเปรียบเทียบ
วิธีบูตสแตรปแบบใช้พารามิเตอร์และวิธีบูตสแตรป 
แบบไม่ใช้พารามิเตอร์ส าหรับการแจกแจงแบบปกติ 
โดยจะประมาณพารามิเตอร์ค่าเฉลี่ย ความแปรปรวน 
และความโด่ง นอกจากนี้ ปี ค.ศ. 2011 Larsson [8] 
ได้ศึกษาวิธีเบย์เซียน โดยการแจกแจงก่อนที่พิจารณามี 
2 แบบ คือ การแจกแจงก่อนที่ให้ข้อมูลและการแจก
แจงก่อนท่ีไม่ให้ข้อมูล โดยการประมาณค่าพารามิเตอร์ 
หลังจากนั้นปี ค.ศ. 2014 Yahya และคณะ [9] ได้
ศึกษาการประมาณค่าพารามิเตอร์ด้วยวิธีเบย์เซียนโดย
ใช้การแจกแจงก่อนคู่สังยุคเป็นการแจกแจงแบบปกติ
กับวิธีก าลังสองน้อยที่สุด โดยจะประมาณค่าพารา 
มิเตอร์และค่าความคลาดเคลื่อน  

ดังนั้นผู้วิจัยจึงสนใจที่จะศึกษาเปรียบเทียบ
วิธีการประมาณค่าพารามิเตอร์แบบจุดทั้ง 3 วิธี ได้แก่ 
วิธีเบย์เซียน โดยที่การแจกแจงก่อนที่พิจาณาเป็นการ
แจกแจงก่อนที่ให้ข้อมูล คือ เป็นการแจกแจงที่ให้
ข้อมูลเกี่ยวกับพารามิเตอร์อย่างชัดเจน ในงานวิจัยนี้
เลือกการแจกแจงก่อนที่ให้ข้อมูลเป็นการแจกแจงก่อน
คู่สังยุค (conjugate prior) วิธีก าลังสองน้อยที่สุด             
และวิธีบูตสแตรปแบบใช้พารามิเตอร์  โดยพิจารณา
ค่าเฉลี่ยความคลาดเคลื่อนก าลังสองเฉลี่ยเป็นเกณฑ์ใน

การเปรียบเทียบ เพื่อหาวิธีที่เหมาะสมที่สุดเพื่อเป็น
แนวทางในการประมาณค่าพารามิเตอร์ส าหรับตัวแบบ
อื่น ๆ 
 

2. วิธีการวิจัย 
2.1 ตัวแบบที่ใช้ศึกษาในการวิจัย คือ ตัวแบบ

ถดถอยเ ชิง เส้นอย่ าง ง่าย  
0 1

y x      หรือ
สามารถเขียนในรูปเวกเตอร์และเมทริกซ์ได้ดังนี้ 
y   X

 
[10] และสร้างข้อมูลของตัวแปรตาม

 
 y

 
ที่มีค่าสังเกต n  ค่าจะได้  , , ...,1 2y y y yn


  ที่

มีรูปแบบความสัมพันธ์เชิงเส้นอย่างง่ายโดยมี X  เป็น

เมทริกซ์ เขียนได้ เป็น 
1 2 2

1       1   1

  
n n

x x x




 
 
 
 

X ที่มี

แถวแรกเป็น 1 และแถวที่ 2 เป็นตัวแปรอิสระ ซึ่งตัว
แปรอิสระ x  สุ่มจากประชากรที่มีการแจกแจงปกติ 
ค่าเฉลี่ยเท่ากับ 1 และส่วนเบี่ยงเบนมาตรฐานเท่ากับ 
0.1 และค่าความคลาดเคลื่อนสุ่ม    มีการแจกแจง
แบบปกติด้วยค่าเฉลี่ยเท่ากับ 0 และส่วนเบี่ยงเบน
มาตรฐานเท่ากับ 0.15, 0.5 และ 1 ก าหนดขนาด
ตัวอย่างที่ใช้ในการศึกษา  n  มีค่าเท่ากับ 15, 30, 75 

และ 100 ก าหนดค่าสัมประสิทธ์ิถดถอย  
0 1
,   


 

เท่ากับ 1 และ 2 ตามล าดับแล้วจ าลองข้อมูลด้วย
เทคนิคมอนติคาร์โล (Monte Carlo) แล้วน ามา
ประมาณค่าพารามิเตอร์ในแต่ละวิธี โดยใช้โปรแกรม R        
เวอร์ช่ัน 3.2.2 ทดลองซ้ า 1000 ครั้ง 

2.2 น าข้อมูล y  และ x  ที่ได้จากการจ าลอง
ในข้อ 2.1 มาประมาณค่าพารามิเตอร์แบบจุดวิธีการ
ประมาณค่าที่ศึกษามีดังนี้ 

2.2.1 วิธีเบย์เซียน 
Koop [2] กล่าวว่าวิธีเบย์เซียนเกิดจาก

การวิเคราะห์บนพื้นฐานความน่าจะเป็นแบบมีเง่ือนไข
สมการของเบย์เซียนสามารถเขียนได้ดังนี้ 
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 
   

 
   

2 2

2 2 2
, ,

, , ,
p y p

p y p y p
p y

   
      

โดยที่  p y  เรียกว่าการแจกแจงของข้อมูล 

  2
,p  

 
เรียกว่า การแจกแจงก่อนร่วม

ส าหรับ  2
, 

 

 
2

( , )p y   เรียกว่าการแจกแจงภายหลังร่วม

ส าหรับ  2
, 

 

 
2

( , )p y    เรียกว่าฟังก์ชันภาวะน่าจะเป็นร่วม 
(likelihood function) เมื่อทราบข้อมูล   และ 2

  
วิธีเบย์เซียนมีขั้นตอนดังนี้  

(1) เลือกการแจกแจงก่อนร่วม (joint 

prior distribution) ส าหรับ  2
,   ในงานวิจัยนี้ 

เลือกใช้การแจกแจงก่อนที่ให้ข้อมูล เป็นการแจกแจง
ก่อนคู่สังยุค (conjugate prior) ส าหรับ   และ
ก าหนดให้ทราบ 2

  มีรูปแบบสมการดังนี้ 

 2 1 1
( , ) exp ( ) ( )

2
p      


   

 

 
  คือ เวกเตอร์ค่าเฉลี่ยก่อน (prior mean) 

ของ   
 

  คือ เมทริกซ์ความแปรปรวนร่วมก่อน 

(prior covariance) ของ 
 

(2) ค านวณฟังก์ชันภาวะน่าจะเป็น 
(likelihood function) เมื่อทราบข้อมูล   และ 2

  
จากประชากรที่มีการแจกแจงแบบปกติ (normal 
distribution) มีรูปแบบสมการดังนี้ 

 2

2

1
( , ) exp ( ) ( )

2
p y y y   


   X X  

(3) ค านวณการแจกแจงภายหลังร่วม 

(joint posterior distribution) ส าหรับ  2
,  จาก

สมการของเบย์เซียนมีรูปแบบสมการดังนี้ 

   
1

2 1
( , ) exp

2
p y     


  

 
 
 

  

โดยที ่  ,N   

 
และ

 
  คือ เวกเตอร์ค่าเฉลี่ย

ภายหลัง (posterior mean) ของ   

   คือ เมทริกซ์ความแปรปรวนร่วมภายหลัง 
(posterior covariance) ของ   

ดังนั้นจะได้ค่าประมาณพารามิเตอร์ 

คือ  
1

1

2
b 

 







 
 
 
 

X X
   โดยที่ 

1







1

2







X X

  

2.2.2 วิธีก าลังสองน้อยที่สุด 
วิธีการหาตัวประมาณพารามิเตอร์วิธีนี้ 

[3] มีหลักเกณฑ์อยู่ว่าหาตัวประมาณพารามิเตอร์ที่ท า
ให้ผลบวกก าลังสองของความคลาดเคลื่อน (sum 
square error) มีค่าต่ าที่สุด 

โดยที่ผลบวกก าลังสองของความคลาด 
เคลื่อนเขียนได้ดังนี้ 

   ˆ ˆˆ ˆ= y y   


  X X  
ˆ ˆ ˆ= 2y y y       X X X  

หาอนุพันธ์ของ ˆ ˆ   เทียบกับ ̂  และ
ก าหนดให้เท่ากับ 0 น่ันคือ 

   ˆ ˆˆ ˆ= 0
ˆ ˆ

y y   
 

  
   

 
X X

  
  ˆ2 2 0y    X X X

  
  ˆ y X X X

 
ดังนั้นจะได้ค่าประมาณพารามิเตอร์ 

คือ    
1

ˆ y


  X X X
 

2.2.3 วิธีบูตสแตรปแบบใช้พารามิเตอร์ 
Efron [4] กล่าวว่า วิธีบูตสแตรปเป็น

วิธีการประมาณค่าโดยใช้การสุ่มตัวอย่างจากประชากร
แบบใส่คืน (replacement) นั่นคือเป็นการสุ่มตัวอย่าง
ที่ยอมให้หน่วยตัวอย่างซ้ ากันได้โดยที่แต่ละหน่วย
ตัวอย่างมีโอกาสในการถูกสุ่มเท่ากัน ท าการสุ่มตัวอย่าง
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จ านวนด้วยจ านวนครั้งท่ีมากพอ เพื่อสร้างการแจกแจง
ของตัวสถิติตัวอย่างแล้วน ามาใช้ในการประมาณ
ค่าพารามิเตอร์ที่สนใจ ในงานวิจัยได้ศึกษาวิธีบูตสแตร
ปแบบใช้พารามิเตอร์ มีขั้นตอนดังต่อไปนี้ 

(1) ท าการสุ่มตัวอย่างซ้ าแบบคืนที่
จ านวน n ตัว จะได้ตัวอย่างสุ่มชุดใหม่ คือ 

*

1
X , *

2
X , 

…, *

n
X  ซึ่งเรียกว่าตัวอย่างบูตสแตรป (bootstrap 

sample) 
(2) ค านวณค่าประมาณพารามิเตอร์

ของ
 


  จากวิธีก าลังสองน้อยที่สุด จะได้ค่าประมาณ 
คือ ˆ

ols


 
(3) สุ่ม  

 จากการแจกแจงความ
คลาดเคลื่อนภายใต้เงื่อนไขที่ว่า E(ε)=0  

(4) แทนค่ า     ในสมการ 
*ˆ

ols
y  
 
 X

 
(5) น า y



 
และ 

X  ที่ได้จากข้อ (4) 
มาประมาณค่ าสัมประสิทธิ์ ก ารถดถอยด้วยวิ ธี 
บูตสแตรป 

(6) ท าตามขั้นตอนข้อที่ (3), (4) และ 
(5) ตามล าดับ ด้วยจ านวนซ้ าของการท าซ้ าแบบ 
บูตสแตรป (B) 1000 ครั้ง 

(7) จะได้ค่าประมาณพารามิเตอร์ คือ 

1

ˆ
ˆ

B

k
k

B

B










  

2.3 เปรียบเทียบประสิทธิภาพของวิธีการ
ประมาณค่าพารามิเตอร์แบบจุดทั้ง 3 วิธี โดยพิจารณา
จากค่าเฉลี่ยความคลาดเคลื่อนก าลังสองเฉลี่ย (AMSE) 
[11] เป็นค่าวัดความถูกต้องที่วัดจากขนาดของความ
คลาดเคลื่อนของการประมาณค่าพารามิเตอร์ที่ได้จาก
ก าลังสองของค่าความคลาดเคลื่อนค่านี้จะมีหน่วยวัด
เป็นก าลังสองของหน่วยวัดของค่าสังเกต และมีสูตร
การค านวณ ดังนี้ 

 
21000

11

ˆMSE
 AMSE , MSE  

p

i iji ji

i

p j

 


 

   

เมื่อ 
i

  คือ สัมประสิทธ์ิการถดถอยตัวท่ี i , i   0, 1 
 ˆ

ij
  คือ ตัวประมาณสัมประสิทธิ์การถดถอยตัวที่ 

i  จากการประมาณรอบที่ j  โดยที่ j   1, 2, …,  
1000 
 p  คือ จ านวนพารามิเตอร์ในตัวแบบการถดถอย
ซึ่งเท่ากับ 2 
 n  คือ ขนาดตัวอย่าง 
 MSE

i
 คือ ค่าคลาดเคลื่อนก าลังสองเฉลี่ยของตัว

ประมาณตัวที ่ i  
 

3. ผลการวิจัย 
งานวิจัยนี้ใช้เทคนิคการจ าลองแบบมอนติ - 

คาร์โล โดยจ าลองข้อมูลตัวอย่างที่มีการแจกแจงแบบ
ปกติเพื่อเปรียบเทียบวิธีการประมาณค่าพารามิเตอร์
แบบจุดทั้ง 3 วิธี คือ วิธีเบย์เซียน เมื่อใช้การแจกแจง
ก่อนท่ีให้ข้อมูลวิธีก าลังสองน้อยที่สุด และวิธีบูตสแตรป 
แบบใช้พารามิเตอร์ จ าลองข้อมูลในแต่ละสถานการณ์
ที่ก าหนด 1000 ครั้ง โดยพิจารณาเปรียบเทียบจาก
ค่าเฉลี่ยความคลาด เคลื่อนก าลังสองเฉลี่ย ผลการ 
ศึกษาสรุปได้ดังตารางที่ 1 
 

4. อภิปรายผล 
เมื่อเปรียบเทียบประสิทธิภาพของวิธีการ

ประมาณค่าพารามิเตอร์แบบจุดทั้ง 3 วิธี คือ วิธี    
เบย์เซียน วิธีก าลังสองน้อยที่สุด และวิธีบูตสแตรปแบบ
ใช้พารามิเตอร์ โดยพิจารณาเปรียบเทียบจากค่าความ
คลาดเคลื่อนก าลังสองเฉลี่ย (MSE) และค่าเฉลี่ยความ
คลาดเคลื่อนก าลังสองเฉลี่ย (AMSE) พบว่าค่า MSE 
และ AMSE จะแปรผันตามค่าส่วนเบี่ยงเบนมาตราฐาน
ของความคลาดเคลื่อนสุ่มและแปรผกผันกับขนาด
ตัวอย่าง กล่าวคือ เมื่อส่วนเบี่ยงเบนมาตรฐานของ
ความคลาดเคลื่อนสุ่มมีค่าสูงพบว่าค่า MSE และ 
AMSE มีแนวโน้มเพิ่มขึ้น  และเมื่อขนาดตัวอย่าง
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เพิ่มขึ้นพบว่าค่า MSE และ AMSE มีแนวโน้มลดลง ซึ่ง
สอดคล้องกับงานวิจัยของ วีรพา [12] ยกเว้นวิธีเบย์
เซียน ไม่มีแนวโน้มค่า MSE และ AMSE เพิ่มขึ้นหรือ
ลดลงอย่างชัดเจน ซึ่งสอดคล้องกับงานวิจัยของปรางค์
ทิพย์ [13] และจากการเปรียบเทียบประสิทธิภาพของ

ค่า MSE และ AMSE จากท้ัง 3 วิธี พบว่าวิธีเบย์เซียนมี
ประสิทธิภาพในการประมาณค่าพารามิเตอร์ทุก ๆ 
สถานการณ์ที่ศึกษา รองลงมาเป็นวิธีก าลังสอง และ
น้อยที่สุดเป็นวิธีบูตสแตรปแบบใช้พารามิเตอร์เพียง
เล็กน้อย สอดคล้องกับงาน วิจัยของ ณัฐภาภรณ์ [14] 

 
ตารางที่ 1 ค่าความคลาดเคลื่อนก าลังสองเฉลี่ย (MSE) ของ 

0
  และ 

1
  และค่าเฉลี่ยความคลาดเคลื่อนก าลัง

สองเฉลี่ยที่ค านวณได้จากการประมาณค่าพารามิเตอร์การถดถอยเชิงเส้นอย่างง่ายทั้ง 3 วิธี 
 

สถานการณ ์ วิธีการประมาณคา่พารามเิตอร ์

n  
i

   

Bayesian OLS PB 
MSE 

AMSE 
MSE 

AMSE 
MSE 

AMSE 
0

  
1

  0
  

1
  0

  
1

  

15 
0.15 0.1294 0.1276 0.1285 0.1892 0.1864 0.1878 0.1891 0.1864 0.1878 
0.5 0.0548 0.0543 0.0546 2.0875 2.0649 2.0762 2.0878 2.0658 2.0768 
1 0.0224 0.0219 0.0221 8.3509 8.2605 8.3057 8.3691 8.2765 8.3228 

30 
0.15 0.0783 0.0774 0.0779 0.0876 0.0866 0.0871 0.0878 0.0868 0.0873 
0.5 0.1259 0.1243 0.1251 0.8908 0.8773 0.8841 0.8936 0.8800 0.8868 
1 0.0261 0.0247 0.0254 3.8256 3.7670 3.7963 3.8278 3.7701 3.7990 

75 
0.15 0.0303 0.0299 0.0301 0.0310 0.0306 0.0308 0.0311 0.0307 0.0309 
0.5 0.1646 0.1630 0.1638 0.3259 0.3230 0.3244 0.3263 0.3234 0.3249 
1 0.0821 0.0804 0.0812 1.3828 1.3660 1.3744 1.3833 1.3659 1.3746 

100 
0.15 0.0239 0.0238 0.0238 0.0238 0.0237 0.0238 0.0240 0.0238 0.0239 
0.5 0.1691 0.1689 0.1690 0.2649 0.2639 0.2644 0.2656 0.2645 0.2651 
1 0.1171 0.1182 0.1176 1.0599 1.0558 1.0578 1.0607 1.0569 1.0588 

หมายเหต ุ: ตัวหนาหมายถึง MSE และ AMSE ต่ าที่สุด 
 
5. สรุป 

การพิจารณาค่าเฉลี่ยความคลาดเคลื่อนก าลัง
สองเฉลี่ยพบว่าวิธีเบย์เซียนมีประสิทธิภาพดีที่สุด [9] 
ส าหรับทุก ๆ สถานการณ์ที่ก าหนด ส่วนวิธีก าลังสอง
น้อยที่สุดและวิธีบูตสแตรปแบบใช้พารามิ เตอร์มี
ประสิทธิภาพใกล้เคียงกันโดยที่วิธีก าลังสองน้อยที่สุด

จะมีประสิทธิภาพดีกว่าวิธีบูตสแตรปแบบใช้พารา 
มิเตอร์เพียงเล็กน้อย 
 

6. ข้อเสนอแนะ 
6.1 งานวิจัยนี้ผู้วิจัยได้ศึกษาเกณฑ์เฉพาะค่า 

เฉลี่ยความคลาดเคลือ่นก าลังสองเฉลี่ย   ผู้ที่สนใจศึกษา 
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เพิ่มเติมควรศึกษาเกณฑ์นอกเหนือจากนี้ 
6.2 ผู้ที่สนใจศึกษาเพิ่มเติมอาจศึกษาเปรียบ 

เทียบโดยใช้วิธีอื่น ๆ ได้แก่ วิธีก าลังสองน้อยที่สุดสาม
ขั้น วิธีก าลังสองน้อยที่สุดแบบถ่วงน้ าหนัก เป็นต้น 
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