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บทคัดย่อ 

งานวิจัยนี้มีวัตถุประสงค์เพื่อเปรียบเทียบประสิทธิภาพของสถิติทดสอบในการทดสอบความสมมาตรของการ
แจกแจงด้วยวิธีการแบบไม่อิงพารามิเตอร์ ซึ่งประกอบด้วยสถิติทดสอบด้วยวิธีโมเมนต์ ( M ) สถิติทดสอบของกุบตา 
( G ) สถิติสอบด้วยวิธีแบบง่ายปรับปรุงใหม่ ( S ) และสถิติทดสอบทริบเปิล ( T ) ในการวัดประสิทธิภาพของสถิติ
ทดสอบนั้นพิจารณาจากความน่าจะเป็นของความผิดพลาดประเภทที่ 1 และอ านาจการทดสอบของสถิติทดสอบ 
ภายใต้สถานการณ์ที่ก าหนดคือประชากรมีการแจกแจงแบบเบต้า  แบบจอห์นสันไม่มีขอบเขต แบบเอฟ แบบไคส
แควร์ แบบโลจิสติกส์ ก าหนดระดับนัยส าคัญ 0.01 และ 0.05 ที่ขนาดตัวอย่าง 25, 50, 100 และ 300 จ าลองข้อมูล
ภายใต้สถานการณ์ต่าง ๆ ท าซ้ าในแต่ละสถานการณ์จ านวน 1,000 รอบ และใช้ข้อมูลจริงประกอบการศึกษาในครั้ง
นี้ด้วย ผลการศึกษาพบว่าสถิติทดสอบ T  และ S  สามารถควบคุมความน่าจะเป็นของความผิดพลาดประเภทที่ 1 
ได้ทั้งหมดในทุกกรณี ส่วนสถิติทดสอบ M  สามารถควบคุมความน่าจะเป็นของความผิดพลาดประเภทที่ 1 ได้
เฉพาะที่ขนาดตัวอย่างตั้งแต่ 100 ข้ึนไปและสถิติทดสอบ G  ไม่สามารถควบคุมความน่าจะเป็นของความผิดพลาด
ประเภทที่ 1 ได้เมื่อประชากรมาจากการแจกแจงแบบแบบเบต้า และแบบจอห์นสันไม่มีขอบเขต เมื่อเปรียบเทียบ
อ านาจการทดสอบพบว่าสถิติทดสอบ T  มีอ านาจการทดสอบที่สูงที่สุดรองลงมาคือสถิติทดสอบ S  และสถิติ
ทดสอบ M  ตามล าดับ 
 

ค าส าคัญ : ความน่าจะเป็นของความพลาดประเภทท่ี 1; อ านาจการทดสอบ; ความสมมาตรของการแจกแจง 
 
Abstract 

The objective of this research was to compare the efficiency of four symmetry test 
statistics. The tests are moment test ( M ), gupta test ( G ), modified simple test ( S ) and triple 
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test ( T ). The efficiency from these test statistics were considered from probability of type I error 
and the power of the test measured of these following distribution beta, unbounded Johnson, F, 
Chi-square, and logistics distributions under study varying from sample size  25, 50, 100, and 300 
at 0.01 and 0.05 level of significance. The 1,000 Monte Carlo simulations technique were run for 
these situation and real data are used in this research as well. The result of this research show 
that  T  and S  test statistics could control the probability of type I error for all situations, M  
test statistics could control the probability of type I error at the sample size greater than 100 , G  
test statistics cannot control the probability of type I error for beta and unbounded Johnson 
distribution. When we considered the power of the test, in overall, T  test statistics performed 
best, follow by S  and M  test statistics respectively.     
 

Keywords: type I error; power of the test; symmetry of distribution 
 

1. บทน า 
สมบัติความสมมาตรของการแจกแจงของ

ข้อมูล เป็นสมบัติหนึ่งที่มีความส าคัญในระเบียบวิธีการ
ทางสถิติทั้งทางสถิติพรรณนาและสถิติอนุมาน ในด้าน
สถิติพรรณนา ความสมมาตรหรือความเบ้เป็นหนึ่งในสี่
มิติส าคัญนอกเหนือจากการวัดแนวโน้มเข้าสู่ศูนย์กลาง
การวัดการกระจายและการวัดความโด่ง ถ้าเพียงแต่
ทราบค่าตัวเลขสี่มิติส าคัญนี้ แม้ไม่มีโอกาสได้รับทราบ
ข้อมูลดิบมาก่อน ก็จะทราบลักษณะโดยรวมและสาระ 
ส าคัญอื่น ๆ ของข้อมูลนั้นครบถ้วน ในด้านสถิติอนุมาน  
เราจ าเป็นต้องทราบการแจกแจงของข้อมูลว่าเป็นแบบ
ใด มีความสมมาตรหรือความเบ้หรือไม่ ก่อนที่จะ
เลือกใช้ตัวสถิติในการประมาณค่าและทดสอบสอบ
สมมุติฐาน รวมถึงการแปลงข้อมูลให้มีการแจกแจง
แบบปกติ ทั้งนี้มีรายงานการวิจัยหลายฉบับที่กล่าวถึง
ความส าคัญของรูปแบบการแจกแจงของประชากรมี
ผลกระทบของความสมมาตร และความเบ้ที่มีต่อการ
ทดสอบสมมุติฐานและการเลือกใช้ตัวสถิติให้เหมาะสม 
ได้แก่ งานวิจัยของบุญกอง [1] ได้ศึกษาเปรียบเทียบ
การจ าแนกกลุ่มสองกลุ่มระหว่างการวิเคราะห์การ
ถดถอยทวิและการวิเคราะห์จ าแนกประเภทเมื่อตัวแปร

อิสระมีการแจกแจงแบเบ้ พบว่าลักษณะการแจกแจง
ของตัวแปรอิสระมีอิทธิพลต่อประสิทธิภาพการจ าแนก
กลุ่ม โดยที่การแจกแจงแบบปกติจะให้ประสิทธิภาพสูง
กว่าการแจกแจงแบบเบ้ หรืองานวิจัยของพรรณภัทร 
[2] ได้ศึกษาเปรียบเทียบสถิติทดสอบสภาวะสารูปดี
(Goodness of fit test) ในวิทยานิพนธ์ เรื่อง สถิติ
ทดสอบแอนเดอร์สัน-ดาร์ลิงที่ปรับตามอัตราส่วนความ
ควรจะเป็นส าหรับการแจกแจงแบบเบ้  พบว่าสถิติ
ทดสอบแอนเดอร์สัน-ดาร์ลิงที่น าเสนอจะมีประสิทธิ-
ภาพเมื่อข้อมูลมาจากการแจกแจงของประชากรที่มี
ลักษณะเบ้ขวา เป็นต้น  

การทดสอบข้อมูลว่าเป็นข้อมูลที่มาจากประชา 
กรที่มีการแจกแจงแบบสมมาตรหรือไม่นั้นจะสามารถ
ทดสอบได้หลายวิธี ประกอบด้วย 

1.1 การตรวจสอบด้วยวิธีกราฟ 
เป็นวิธีการตรวจสอบที่ง่ายและสะดวกที่สุด 

การตรวจสอบโดยพิจารณาจากกราฟต่าง ๆ ได้แก่ 
histogram, probability plot, box plot เป็นต้น 
การตรวจสอบโดยพิจารณาจากกราฟต่าง ๆ ต้องใช้
ด้วยความระมัดระวังเพราะข้อสรุปจะขึ้นอยู่กับการ
พิจารณาของตัวบุคคลซึ่งมีความเห็นแตกต่างกัน 
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1.2 การทดสอบทางสถิติ 
วิธีการนี้ใช้สถิติทดสอบเพื่อตัดสินว่าข้อมูล

มีการแจกแจงเป็นแบบสมมาตรหรือไม่ นั่นคือ การ
ทดสอบสมมติฐาน 0 :H  ประชากรมีการแจกแจงแบบ

สมมาตร เทียบกับ  1 :H  ประชาการมีการแจกแจง
แบบไม่สมมาตร ซึ่งมีหลายวิธีการทดสอบให้เลือกใช้ 
ส่วนใหญ่เป็นวิธีการทดสอบทางด้านสถิติไม่อิงพารา-
มิเตอร์ (nonparametric statistics) ซึ่งเป็น
กระบวนการอนุมานเชิงสถิติโดยไม่จ าเป็นต้องทราบ
การแจกแจงของประชากรที่ศึกษา (distribution 
free) เพียงแต่ทราบว่าการได้มาซึ่งตัวอย่างเป็นอิสระ
ซึ่งกันและกัน โดยที่มีการแจกแจงที่เหมือนกัน สามารถ
ใช้ได้กับข้อมูลที่มีมาตรวัดทุกระดบัค านวณไดง่้ายและมี
ขั้นตอนการทดสอบไม่ยุ่งยากซับซ้อน ได้แก่ การ
ทดสอบแบบง่ายดั้งเดิม (simple test) การทดสอบ
แบบง่ายปรับปรุงใหม่  (modified simple test) การ
ทดสอบด้วยวิธีโมเมนต์ (moment test) การทดสอบ
ด้วยวิธีของกุบตา (Gupta test) การทดสอบด้วยวิธีท
ริบเปิล (triple test) การทดสอบด้วยวิธีของเดวิดและ
จอห์นสัน (David and Johnson test) เป็นต้น ซึ่ง
พบว่ามีผู้วิจัยหลายท่านได้ศึกษาเกี่ยวกับสถิติทดสอบ
ความสมมาตรของการแจกแจง  เช่น งานวิจัยของ 
Bhattacharya และคณะ [3] ได้ศึกษาเปรียบเทียบ
ประสิทธิภาพของสถิติทดสอบความสมมาตรระหว่าง
การทดสอบด้วยวิธีโมเมนต์และการทดสอบด้วยวิธีของ
เดวิดและจอห์นสัน ผลการศึกษาพบว่าสถิติทดสอบ
ด้วยวิธีโมเมนต์มีประสิทธิภาพการทดสอบที่ดีก็ต่อเมื่อ
ตัวอย่างมาจากประชากรที่มีการแจกแจงใกล้เคียงการ
แจกแจงแบบปกติ และตัวอย่างมีขนาดตั้งแต่ 100 ขึ้น
ไป ส่วนสถิติทดสอบด้วยวิธีของเดวิดและจอห์นสันไม่
ค่อยมีประสิทธิภาพส าหรับการทดสอบการแจกแจง
แบบสมมาตร หรือในงานวิจัยของ Zheng และ 
Gaswirth [4] ได้ศึกษาเปรียบเทียบประสิทธิภาพของ

สถิติทดสอบความสมมาตรระหว่าง การทดสอบแบบ
ง่ายดั้งเดิมของ Carbilio และ Masaro [4] กับการ
ทดสอบแบบง่ ายปรั บปรุ ง ใหม่ ของ  Miao และ 
Gastwirth [4] โดยประชากรมาจากการแจกแจงแบบ
เบต้า แบบที แบบยูนิฟอร์ม และแบบปกติ ผลการ 
ศึกษาพบว่าสถิติทดสอบความสมมาตรของการแจก
แจงแบบง่ายปรับปรุงใหม่ มีประสิทธิภาพในการ
ทดสอบที่ดีกว่าสถิติทดสอบแบบง่ายดั้งเดิม 

จากที่กล่าวมาข้างต้น ผู้วิจัยสนใจที่จะท า
การเปรียบเทียบประสิทธิภาพของสถิติทดสอบความ
สมมาตรของการแจกแจง 4 วิธี คือ การทดสอบแบบ
ง่ายปรับปรุงใหม่ การทดสอบด้วยวิธีโมเมนต์ การ
ทดสอบด้วยวิธีของกุบตา และการทดสอบด้วยวิธี  
ทริบเปิล เนื่องจากยังไม่มีข้อสรุปแน่ชัดว่าสถิติทดสอบ
ใดที่กล่าวมาจะมีประสิทธิภาพที่สามารถควบคุมความ
น่าจะเป็นของความผิดพลาดประเภทที่ 1 ได้ดีและมี
อ านาจการทดสอบที่ดีภายใต้สถานการณ์เดียวกัน  
 

2.วัตถุประสงค์ในการวิจัย 
เพื่อเปรียบเทียบประสิทธิภาพของสถิติทดสอบ

ความสมมาตรของการแจกแจง 4 วิธี คือ การทดสอบ
แบบง่ายปรับปรุงใหม่ (modified simple test) การ
ทดสอบด้วยวิธีโมเมนต์ (moment test) การทดสอบ
ด้วยวิธีของกุบตา (Gupta test) และการทดสอบด้วย
วิธีทริบเปิล (triple test) รวมทั้งเพื่อหาข้อสรุปส าหรับ
ตัวสถิติที่เหมาะสมในการทดสอบความสมมาตรของ
การแจกแจงของประชากรในแต่ละสถานการณ์ 
 

3. สถิติทดสอบท่ีใช้ในการศึกษา 
ก าหนดตัวอย่างสุ่ม 

1 2, , ..., nX X X   มีความ
เป็นอิสระกันและมาจากประชากรที่มีการแจกแจง
แบบต่อเนื่องและไม่ทราบค่ามัธยฐาน โดยมีสมมติฐาน
ในการทดสอบ คือ 0 :H  ประชากรมีการแจกแจงแบบ
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สมมาตร 1 :H  ประชาการมีการแจกแจงแบบไม่
สมมาตร ซึ่งสถิติทดสอบที่ใช้ประกอบด้วยสถิติต่อไปนี้ 

3.1 Triple test statistics ( T -test)  
เป็นสถิติไม่อิงพารามิเตอร์ ใช้ทดสอบความ

สมมาตรของการแจกแจง Randles [5,6] สร้างตัวสถิติ
ทดสอบนี้เรียกว่าสถิติทดสอบ T  โดยมีสูตรค านวณ 

คือ V
T


  เมื่อ *

1 1 1
( , , )

nn n

i j k
i j i k j

V f X X X
    

  

 
คือ ผลรวมของ *

( , , )
i j k

f X X X ทั้งหมด โดย 
 *

( , , ) ( 2
i j ki j kf X X X sign X X X     

( 2 ( 2
i k j j k i

sign X X X sign X X X            

ซึ่ง 1 i j k n     และ 
1 ; 0

( ) 0 ; 0

1 ; 0

sign

  

   

 





  คือ ฟังก์ชันส าหรับการทดสอบเครื่องหมายเป็นได้ 3 
ค่า คือ -1, 0, 1 เมื่อ   คือ ค่าที่อยู่ภายในวงเล็บของ

ฟั ง ก์ ชั น  sign  คื อ  
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
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T
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  
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ส าหรับ 1, ...,t n  คือ ผลรวมของ *
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ที่เป็นไปได้ทั้งหมด ซึ่งม ี tX  อยู ่
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,
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s j t s
j s j t

f X X X f X X X


   
  

 
ส าหรับ 1 s t n    คือ ผลรวมของ *

( , , )
i j k

f X X X  
ที่เป็นไปได้ทั้งหมดซึ่งมี 

sX  และ 
tX  อยู่ และ n  คือ 

ขนาดตัวอย่าง จะปฏิเสธสมมติฐาน 0H  (ประชากรมี

การแจกแจงแบบสมมาตร) เมื่อ /2T Z  เมื่อ /2Z  
คือ ค่าวิกฤตจากการเปิดตารางแจกแจงแบบปกติ
มาตรฐาน 

3.2 Moment test statistics ( M -test) 
กุบตา [7] เป็นผู้สร้างตัวสถิตินี้ โดย

ประชากรต้องมีการแจกแจงแบบต่อเนื่องและโมเมนต์
อันดับที่หนึ่งถึงอันดับที่หกต้องหาค่าได้ เรียกว่าสถิติ

ทดสอบ M  มีสูตรในการค านวณ คือ 
3

3/2

2

m

m
M

n




 
 
 
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m
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
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

 
คือ โมเมนต์ศูนย์กลาง

อันดับที่ r  ;  3

6 2 4 22

3

2

6 9m m m m

nm


 

  คือ 

ความแปรปรวนตัวอย่าง และ n  คือ ขนาดตัวอย่าง 
จะปฏิเสธสมมติฐาน 0H  (ประชากรมีการแจกแจง

แบบสมมาตร) เมื่อ
/2

M z


 เมื่อ 
/2Z

 คือ ค่าวิกฤต
จากการเปิดตารางแจกแจงแบบปกติมาตรฐาน 

3.3 Modified simple test statistics     
( S -test) 

เป็นการทดสอบความสมมาตรของการแจก
แจงแบบง่ายโดยการเปรียบเทียบระหว่างค่าเฉลี่ยและ
ค่ามัธยฐาน Miao และคณะ [4] เป็นผู้พัฒนาตัวสถิติ
ทดสอบนี้เรียกว่าสถิติทดสอบ S  โดยมีสูตรในการ

ค า น ว ณ  คื อ  
 

  
1

20.5708 /

X
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n J


  เ มื่ อ 

 
1

1/2
( / 2)

n

i
i

X

J
n n






 

  คือ ส่วนเบี่ยงเบนมาตรฐานของ

ตัวอย่าง; X คือค่าเฉลี่ยตัวอย่าง;   คือ มัธยฐาน 
และ n   คือ ขนาดตัวอย่าง จะปฏิเสธสมมติฐาน 0H  
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(ประชากรมีการแจกแจงแบบสมมาตร) เมื่อ /2S Z  
เมื่อ /2Z  คือ ค่าวิกฤตจากการเปิดตารางแจกแจง
แบบปกติมาตรฐาน 

3.4 Gupta test statistics ( G -test) 
เป็นสถิติไม่อิงพารามิเตอร์ส าหรับทดสอบ

ความสมมาตรของการแจกแจง โดยกุบตา [7,8] สร้าง
ตัวสถิติทดสอบนี้เรียกว่าตัวสถิติ G โดยมีสูตรในการ
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คือ ฟังก์ชันส าหรับหาค่ามากสุดเปรียบเทียบระหว่าง 1 

และ 
1

n

i
i

a

  ;    1/51/5

1 ; ( ) ( )

0 ;

i
i

n X n
a

otherwise

 


   





 , 

1, ...,i n  คือ ฟังก์ชันส าหรับทดสอบเครื่องหมาย 

เป็นไดส้องค่า คือ 1 และ 0;  */2

1/2
( )(3 )U L

z

t

n



 




; 

L  และ 
U  คือ ค่าในล าดับที่ L และ U ตามล าดับ

ของ  ( ) / 2, 1,...,i jX X i j n    โดย *L C



 ; 

*[ ( 1) / 2] 1U n n C


     ; 

*C
  

คือ จ านวนเต็มที่มากที่สุดที่น้อยกว่าหรือเท่ากับ  

 
1/2

( 1) ( 1)(2 1)

*/24 24

n n n n n
Z


  


 
; *( /2)

z


คือ ค่าวิกฤตจากการเปิดตารางแจกแจงแบบปกติ
ส าหรับระดับนัยส าคัญ *

/ 2  ใด ๆ จะปฏิเสธ
สมมติฐาน 0H  (ประชากรมีการแจกแจงแบบ

สมมาตร) เมื่อ /2G Z  เมื่อ /2Z  คือ ค่าวิกฤตจาก
การเปิดตารางแจกแจงแบบปกติมาตรฐาน 
 

4. วิธีการวิจัย 
4.1 การพิจารณาจากความสามารถในการ

ควบคุมความน่าจะเป็นของความผิดพลาดประเภทที่ 
1 

4.1.1 จ าลองข้อมูลให้มีการแจกแจงแบบ
สมมาตรรูปแบบต่าง ๆ ที่ขนาดตัวอย่าง 25, 50, 100 
และ 300 ซึ่งประกอบด้วยการแจกแจงแบบเบต้า การ
แจกแจงแบบโลจิสติกส์ การแจกแจงแบบจอห์นสัน
แบบไม่มีขอบเขต  

4.1.2 ค านวณค่าสถิติทดสอบทั้ง 4 การ
ทดสอบ 

4.1.3 เปรียบเทียบความสามารถในการ
ควบคุมความน่าจะเป็นของความผิดพลาดประเภทที่ 1 
ด าเนินการดังนี ้ 

(1) น าค่าสถิติที่ค านวณได้เทียบกับค่า
วิกฤติ เพื่อสรุปว่าจะปฏิเสธหรือยอมรับสมมติฐานหลัก  

(2) ท าซ้ า 1,000 ครั้ง  
(3) บันทึกจ านวนครั้งที่ปฏิเสธสมมติ-

ฐานหลักกรณีสมมติหลักเป็นจริง ( 0 :H  ประชากรมี
การแจกแจงแบบสมมาตร) ที่ระดับนัยส าคัญ 0.01 
และ 0.05 ประมาณความน่าจะเป็นของความผิดพลาด
ประเภทที่ 1 ด้วยการนับจ านวนครั้งที่ปฏิเสธสมมติ-
ฐานหลักหารด้วย 1,000 จะได้ค่าความน่าจะเป็นของ
ความผิดพลาดประเภทที่ 1 
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(4) น าค่าความน่าจะเป็นของความ
ผิดพลาดประเภทที่ 1 ที่ได้ไปเทียบกับเกณฑ์ของ 
Cochran [9] ว่าสามารถควบคุมความน่าจะเป็นของ
ความผิดพลาดประเภทที่ 1 ได้หรือไม่ เมื่อเกณฑ์ของ 
Cochran คือ ที่ระดับนัยส าคัญ 0.01 ถ้าค่าที่ได้อยู่
ในช่วง  0.007, 0.015  ที่ระดับนัยส าคัญ 0.05 ถ้า
ค่าที่ได้อยู่ในช่วง  0.04, 0.06  

4.2 การเปรียบเทียบอ านาจการทดสอบของ
สถิติทดสอบ 

4.2.1 จ าลองข้อมูลให้มีการแจกแจงแบบ
ไม่สมมาตรรูปแบบต่าง ๆ ที่ขนาดตัวอย่าง 25, 50, 
100  และ 300 ซึ่งประกอบด้วยการแจกแจงแบบไคส-
แควร์ การแจกแจงแบบเบต้า การแจกแจงแบบเอฟ 

4.2.2 ค านวณค่าสถิติทดสอบเฉพาะสถิติ
ทดสอบที่สามารถควบคุมความน่าจะเป็นของความ
ผิดพลาดประเภทที่ 1 ได้ 

4.2.3 การหาอ านาจการทดสอบของสถิติ
ทดสอบด าเนินการดังนี้ 

(1) น าค่าสถิติที่ค านวณได้เทียบกับค่า
วิกฤติเพื่อสรุปว่าจะปฏิเสธหรือยอมรับสมมติฐานหลัก 

(2) ท าซ้ า 1,000 ครั้ง 
(3) บันทึกจ านวนครั้งที่ปฏิเสธสมมติ-

ฐานหลักกรณีสมมติหลักไม่จริง ( 0 :H  ประชากรมีการ
แจกแจงแบบไม่สมมาตร) ที่ระดับนัยส าคัญ 0.01 และ 
0.05 หาอ านาจการทดสอบด้วยการนับจ านวนครั้งที่
ปฏิเสธสมมติฐานหลัก หารด้วย 1,000  

4.3 วิเคราะห์และสรุปผลเกี่ยวกับประสิทธิ-
ภาพของสถิติทดสอบที่ใช้ในแต่ละการทดสอบ  

น าค่าความน่าจะเป็นของความผิดพลาด
ประเภทที่ 1 และอ านาจการทดสอบส าหรับการแจก
แจงแบบสมมาตรในแต่ละกรณีมาวิเคราะห์    เพื่อสรุป 
หาสถิติทดสอบที่เหมาะสม  

5. ผลการวิจัย 

5.1 ความสามารถในการควบคุมความน่าจะ
เป็นของความผิดพลาดประเภทที่ 1  

ตารางที่ 1 แสดงค่าความน่าจะเป็นของ
ความผิดพลาดประเภทที่ 1 ที่ค านวณได้จากโปรแกรม 
SAS สามารถสรุปได้ดังนี ้

5.1.1 สถิติทดสอบ T  และ S  สามารถ
ควบคุมความน่าจะเป็นของความผิดพลาดประเภทที่ 1 
ได้ทั้งหมดในทุกการแจกแจง ขนาดตัวอย่าง และระดับ
นัยส าคัญเนื่องจากค่าความน่าจะเป็นที่ได้อยู่ในขอบ 
เขตที่สามารถควบคุมได้ตามเกณฑ์ของ Cochran และ
ค่าที่ได้ส่วนใหญ่จะมีค่าน้อยกว่าระดับนัยส าคัญที่
ก าหนด คือ 0.01 และ 0.05 

5.1.2 สถิติทดสอบ M  สามารถควบคุม
ความน่าจะเป็นของความผิดพลาดประเภทที่ 1 ได้ใน
ทุกการแจกแจงและระดับนัยส าคัญ ที่ขนาดตัวอย่าง
ตั้งแต่ 100 ขึ้นไป เนื่องจากค่าความน่าจะเป็นที่ได้อยู่
ในขอบเขตที่ สามารถควบคุมได้ตามเกณฑ์ของ 
Cochran และค่าที่ได้ส่วนใหญ่จะมีค่าน้อยกว่าระดับ
นัยส าคัญที่ก าหนด คือ 0.01 และ 0.05 

5.1.3 สถิติทดสอบ G  ไม่สามารถควบคุม
ความน่าจะเป็นของความผิดพลาดประเภทที่ 1 ได้เมื่อ
ประชากรมาจากการแจกแจงแบบเบต้า และการแจก
แจงแบบจอห์นสันไม่มีขอบเขต เนื่องจากค่าความ
น่าจะเป็นที่ได้ส่วนใหญ่อยู่นอกขอบเขตที่สามารถ
ควบคุมได้ตามเกณฑ์ของ Cochran แม้ว่าจะเพิ่มขนาด
ตัวอย่างจาก 25 เป็น 300 หรือเพิ่มระดับนัยส าคัญจาก 
0.01 เป็น 0.05 แล้วก็ตาม 

เมื่อพิจารณาโดยรวมแล้วสถิติทดสอบ G  

ไม่สามารถควบคุมความน่าจะเป็นของความผิดพลาด
ประเภทท่ี 1 ได้ในหลายกรณีดังนั้นในการวิจัยครั้งนี้จะ
ไม่น าเอาสถิติทดสอบ G  มาพิจารณาเปรียบเทียบ
อ านาจการทดสอบ ส่วนสถิติทดสอบ M  จะพิจารณา
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เปรียบเทียบอ านาจการทดสอบที่ขนาดตัวอย่างตั้งแต่ 100 ขึ้นไป 
 
ตารางที ่1 ค่าความน่าจะเป็นของความผิดพลาดประเภทที่ 1 ของสถิติทดสอบ M  สถิติทดสอบ S  สถิติทดสอบ 

T  และสถิติทดสอบ G  ที่ระดับนัยส าคัญ 0.01 และ 0.05 ส าหรับขนาดตัวอย่าง 25, 50, 100 และ 
300 

 

การแจกแจง ขนาดตัวอย่าง 
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*

*

0.056

0.055

0.057

0.059

 *

*

*

0.078

0.042

0.054

0.050

 

Logistic 
(9,3) 

25

50

100

300

 
*

*

0.003

0.003

0.007

0.009

 
*

*

*

*

0.012

0.008

0.008

0.011

 
*

*

*

*

0.011

0.011

0.010

0.011

 
*

*

*

*

0.013

0.010

0.013

0.010

 
*

*

0.034

0.036

0.041

0.051

 
*

*

*

*

0.051

0.051

0.047

0.051

 
*

*

*

*

0.046

0.046

0.050

0.050

 *

*

*

0.069

0.050

0.043

0.049

 

Beta 
(5,5) 

25

50

100

300

 
*

*

0.002

0.005

0.008

0.009

 
*

*

*

*

0.012

0.014

0.008

0.011

 
*

*

*

*

0.011

0.011

0.009

0.012

 
0.000

0.000

0.000

0.000

 *

*

*

0.032

0.040

0.042

0.048

 
*

*

*

*

0.057

0.049

0.046

0.048

 
*

*

*

*

0.047

0.051

0.055

0.051

 
0.000

0.000

0.000

0.000

 

Beta 
(20,20) 

25

50

100

300

 
*

*

0.001

0.004

0.008

0.009

 
*

*

*

*

0.012

0.009

0.008

0.011

 
*

*

*

*

0.010

0.015

0.009

0.012

 
0.000

0.000

0.000

0.000

 
*

*

0.028

0.029

0.042

0.047

 
*

*

*

*

0.049

0.044

0.046

0.048

 
*

*

*

*

0.053

0.056

0.055

0.051

 
0.000

0.000

0.000

0.000

 

Unbounded 
Johns 

(0,1.5,0,2) 

25

50

100

300

 
*

*

0.001

0.003

0.007

0.007

 
*

*

*

*

0.010

0.008

0.010

0.011

 
*

*

*

*

0.013

0.016

0.013

0.009

 *

*

*

0.020

0.010

0.008

0.011

 
*

*

0.018

0.034

0.044

0.051

 
*

*

*

*

0.049

0.056

0.047

0.051

 
*

*

*

*

0.052

0.056

0.048

0.049

 *

*

*

0.078

0.050

0.045

0.051

 

Unbounded 
Johns 

(0,5,0,2) 

25

50

100

300

 
*

*

0.001

0.004

0.007

0.009

 
*

*

*

*

0.010

0.012

0.009

0.010

 
*

*

*

*

0.011

0.014

0.012

0.011

 
0.000

0.000

0.002

0.001

 
*

*

0.032

0.037

0.044

0.048

 
*

*

*

*

0.049

0.041

0.048

0.051

 
*

*

*

*

0.053

0.050

0.052

0.051

 
0.020

0.023

0.020

0.027

 

*สามารถควบคุมความน่าจะเป็นของความผิดพลาดประเภทที่ 1 ได้ 
 

5.2 อ านาจการทดสอบ 
ตารางที่ 2 แสดงค่าอ านาจการทดสอบที่

ค านวณได้จากโปรแกรม SAS สามารถสรุปได้ราย 
ละเอียดต่าง ๆ ดังนี ้

5.2.1 ทุกกรณีที่ศึกษาเมื่อขนาดตัวอย่างใหญ่ขึ้น คือ 
เพิ่มจาก 25 เป็น 300 ค่าอ านาจทดสอบของสถิติ
ทดสอบ M , S  และ T  จะมีค่าสูงขึ้น โดยค่าอ านาจ
ทดสอบมากที่สุดเมื่อขนาดตัวอย่างเป็น 300 
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5.2.2 ในทุกกรณีที่ศึกษาเมื่อเพิ่มระดับ
นัยส าคัญให้สูงขึ้นจาก 0.01 เป็น 0.05 ค่าอ านาจ
ทดสอบของสถิติทดสอบ M , S  และ T  จะมีค่า

สูงขึ้น โดยค่าอ านาจทดสอบมากที่สุดเมื่อระดับ
นัยส าคัญเป็น 0.05 

 
ตารางที ่2 ค่าอ านาจทดสอบของสถิติทดสอบ M  สถิติทดสอบ S  และสถิติทดสอบ T  ที่ระดับนัยส าคัญ 0.01 

และ 0.05 ส าหรับขนาดตัวอย่าง 25, 50, 100 และ 300 
 

การแจกแจง ขนาดตัวอย่าง 
ระดับนัยส าคญั 

0.01 0.05 
M  S  T  M  S  T  

2

5  

25 
50 
100 
300 

- 
- 

0.491 
0.893 

0.089 
0.254 
0.599 
0.988 

0.268 
0.656 
0.954 
1.000 

- 
- 

0.800 
0.984 

0.279 
0.512 
0.829 
0.999 

0.480 
0.817 
0.980 
1.000 

2

30  

25 
50 
100 
300 

- 
- 

0.087 
0.612 

0.013 
0.037 
0.080 
0.280 

0.038 
0.085 
0.208 
0.505 

- 
- 

0.369 
0.540 

0.070 
0.089 
0.209 
0.539 

0.097 
0.207 
0.428 
0.928 

B(10,1) 

25 
50 
100 
300 

- 
- 

0.642 
0.790 

0.267 
0.612 
0.945 
1.000 

0.589 
0.924 
0.998 
1.000 

- 
- 

0.893 
0.997 

0.541 
0.822 
0.980 
1.000 

0.731 
0.970 
1.000 
1.000 

B(10,8) 

25 
50 
100 
300 

- 
- 

0.010 
0.021 

0.004 
0.009 
0.012 
0.019 

0.012 
0.016 
0.024 
0.241 

- 
- 

0.054 
0.105 

0.027 
0.044 
0.059 
0.061 

0.045 
0.055 
0.123 
0.321 

F(20,20) 

25 
50 
100 
300 

- 
- 

0.273 
0.315 

0.103 
0.309 
0.623 
0.996 

0.249 
0.619 
0.952 
1.000 

- 
- 

0.761 
0.889 

0.312 
0.565 
0.827 
0.991 

0.451 
0.791 
0.977 
1.000 

F(100,100) 

25 
50 
100 
300 

- 
- 

0.120 
0.728 

0.027 
0.047 
0.089 
0.395 

0.051 
0.106 
0.260 
0.787 

- 
- 

0.447 
0.928 

0.091 
0.132 
0.264 
0.612 

0.118 
0.288 
0.404 
0.945 
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5.2.3 ในทุ กกรณีที่ ศึ กษาอ านาจการ
ทดสอบของสถิติทดสอบทั้ง 3 จะค่อย ๆ ลดต่ าลงเมื่อ
ค่าความเบ้ลดลง เนื่องจากเมื่อองศาแห่งความอิสระ
ของประชากรมีค่าสูงขึ้น มีผลท าให้การแจกแจงเปลี่ยน
รูปร่าง จนเข้าใกล้การแจกแจงแบบสมมาตรมากขึ้น 

5.2.4 การเปรียบเทียบอ านาจการทดสอบ
พบว่าสถิติทดสอบ T  จะมีอ านาจการทดสอบที่สูงกว่า
สถิติทดสอบ M  และ S  ในทุกกรณี ส่วนสถิติทดสอบ 
M   และ  S    พบว่าท่ีระดับความเบ้ต่ าสถิติทดสอบ  
M  จะมีอ านาจการทดสอบที่สูงกว่าสถิติทดสอบ S  

แต่ถ้าความเบ้มากขึ้นสถิตทดสอบ S  จะมีอ านาจการ
ทดสอบที่สูงกว่า 
 

6. การศึกษาสถิติทดสอบโดยใช้ข้อมูลจริง 
ตารางที่ 3 แสดงค่าสถิติทดสอบ M , S  และ 

T  และสัมประสิทธิ์ความเบ้ต่าง ๆ ส าหรับทดสอบ
ความสมมาตรของการแจกแจงซึ่งค านวณมาจากข้อมูล
จริง (ข้อมูลเงินรับฝากและเงินให้สินเช่ือของธนาคาร
พาณิชย์จ าแนกตามจังหวัด ณ เดือนธันวาคม พ.ศ. 
2555 จากเว็บไซต์ธนาคารแห่งประเทศไทย) และ    
ฮิสโตแกรม (รูปที่ 1) พบว่าสถิติทดสอบ  M , S  และ 
T  ให้ผลทดสอบตรงกับฮิสโตแกรม และค่า
สัมประสิทธิ์ความเบ้ต่าง ๆ ทั้งหมดซึ่งเป็นไปตาม
ข้อสรุปที่ได้จากการศึกษาโดยการจ าลองข้อมูล 

ตารางที ่3 ค่าสถิติทดสอบ  M , S  และ T และสัมประสิทธิ์ความเบ้ต่าง ๆซึ่ งค านวณมาจากข้อมูลเงินรับฝาก
และเงินให้สินเช่ือของธนาคารพาณิชย์จ าแนกตามจังหวัด ณ เดือนธันวาคม พ.ศ. 2555 จากเว็บไซต์
ธนาคารแห่งประเทศไทย 

 

Symmetry test ( 0.01  ) 
Test Statistic p-value Shape of distribution 

Pearson’s moment coefficient of skewness 2.2167 - Right skewness 
Bowley’s measure of skewness 0.8810 - Right skewness 
Kelly’s measure of skewness 0.8956 - Right skewness 
Pearson’s measure of skewness 1.4992 - Right skewness 
T -test statistics 29.2196 0.0000 Not symmetry 
M -test statistics 4.2832 0.0000 Not symmetry 
S -test statistics 10.9617 0.0000 Not symmetry 

 
7. สรุป 

สถิติทดสอบ T  และสถิติทดสอบ S  เป็นตัว
สถิติที่มีประสิทธิภาพสูงส าหรับการทดสอบความ
สมมาตรของการแจกแจงของประชากร เนื่องจาก
สามารถควบคุมความน่าจะเป็นของความผิดพลาด
ประเภทที่ 1 ได้ดี และมีอ านาจการทดสอบสูง ส่วน
สถิติทดสอบ M  จะมีประสิทธิภาพสูง   เมื่อตัวอย่างมี 

ขนาดตั้งแต่ 100 ข้ึนไป  
ผลการศึกษาครั้งนี้ได้ผลสอดคล้องกับงานวิจัย

ของ Bhattacharya และคณะ [4] ที่ว่าสถิติทดสอบ
ด้วยวิธีโมเมนต์ ( M ) มีประสิทธิภาพการทดสอบที่ดีก็
ต่อเมื่อตัวอย่างมีขนาดตั้งแต่ 100 ขึ้นไป สอดคล้องกับ
งานวิจัยของ Miao และคณะ [3] ที่ว่าสถิติทดสอบ
แบบง่ายประปรุงใหม่ ( S ) มีประสิทธิภาพสูงส าหรับ
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ทดสอบการแจกแจงแบบสมมาตรสามารถใช้ได้กับทั้ง
ตัวอย่างขนาดเล็กและใหญ่ และสอดคล้องกับต าราทาง
สถิติของ Hollander และคณะ [6] ที่ว่าสถิติทดสอบ
โดยวิธีทริบเปิล (T ) เป็นตัวสถิติทดสอบที่มีประสิทธิ-
ภาพสูง คือ สามารถควบคุมความน่าจะเป็นของความ
ผิดพลาดประเภทที่ 1 ได้ดีและมีอ านาจการทดสอบสูง
ที่ขนาดตัวอย่างท่ีเหมาะสมคือตั้งแต่ 25 ข้ึนไป  
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