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บทคัดย่อ 
บทความนี้เสนอวิธีรู้จ าเสียงพูดภาษาไทยแบบทนทานต่อเสียงรบกวนในสภาพแวดล้อมจริง ซึ่งประสิทธิภาพ

ในการรู้จ าสามารถเพิ่มขึ้นได้ โดยการใช้ไมโครโฟนอาเรย์  (microphone array) แล้วใช้อัลกอริทึม N-best 
LIMABEAM ในการรู้จ าเสียงพูด ด้วยอัลกอริทึมนี้สามารถที่จะท าให้ได้ค่าลักษณะส าคัญของเสียงที่มีเสียงรบกวนท่ีดี
ขึ้น ท าให้ได้ค่าสมมุติฐานจากการถอดรหัสเสียงที่ดีขึ้นในขั้นตอนการรู้จ าในขั้นแรก แล้วหาค่าการถอดรหัสเสียงที่ดี
ที่สุดในแต่ละค่าสมมุติฐานจากการถอดรหัสเสียงด้วยวิธีการจากอัลกอริทึม LIMABEAM แล้วสุดท้ายได้ผลลัพธ์ที่ดี
ที่สุดจากชุดค่าสมมุติฐานของ N-best จากผลการทดลองอัลกอริทึม N-best LIMABEAM ได้ค่าความถูกต้องอยู่ที่ 
27.22 % ซึ่งดีกว่าอัลกอริทึม LIMABEAM 20.12 % และเสียงที่มีเสียงรบกวน 9.47 % ในสภาพแวดล้อมที่ถูก
ก าหนดเสียงรบกวนและเสียงกังวาน 
 

ค าส าคัญ : การรู้จ าเสียงพูดแบบทนทาน; เสียงพูดภาษาไทย; การประมวลผลเสียงพูด; การประมวลผลแบบหลาย
ช่องรับสัญญาณ 

 

Abstract 
In this paper, we propose robust speech recognition for Thai language in real noisy 

environments. Performance of speech recognition can be increased by using a microphone array 
and N-best extension of the LIMABEAM algorithm is used for recognition. We show that this 
algorithm can be used to optimize the noisy acoustic features using the N-best hypothesized 
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transcriptions generated at a first recognition step and then apply LIMABEAM algorithm in each N-
best hypothesized transcriptions to get the recognition result. The resulting N-best hypotheses list 
is automatically re-ranked. Results shows improvements over LIMABEAM algorithm with considerable 
amount of noise and limited reverberation.    
 

Keywords: robust speech recognition; Thai speech; speech processing; microphone array processing 
 
1. บทน า 

ระบบรู้จ าเสียงส าหรับภาษาไทย (Thai speech 
recognition) ได้มีการศึกษาและท าวิจัยมามากกว่า 40 
ปี แล้ว ซึ่งปัจจุบันเทคโนโลยีการรู้จ า speech recog-
nition นี้มีประโยชน์อย่างมาก สามารถน ามาใช้ในชีวิต 
ประจ าวันได้หลากหลายอย่างดังต่อไปนี้ 

1.1 ช่วยในการสั่งงาน [1,2] รถเข็นคนพิการที่
สามารถสั่งการได้ด้วยเสียงพูด จะช่วยให้คนพิการ
เคลื่อนที่ไปในทิศทางต่าง ๆ ด้วยค าสั่งเสียงพูด ท าให้
เกิดความสะดวกสบายในการเดินทาง ค าสั่งเสียงพูด
ส าหรับควบคุมอุปกรณ์ไฟฟ้าภายในบ้าน เป็นต้น 

1.2 ช่วยในการค้นหาข้อมูล [3] สามารถใช้
เสียงพูดในการค้นหาข้อมูลที่ต้องการได้ ดังตัวอย่าง 
application ในโทรศัพท์ smartphone ได้แก่ Google 
Voice, S Voice (Samsung), Siri (Apple) เป็นต้น 

1.3 ช่วยให้ท างานได้หลายอย่างพร้อมกัน เช่น 
ในขณะขับรถ สามารถสั่งให้โทรศพัท์โทรออกได้โดยที่
ไม่ต้องใช้มือในการกดโทร 

1.4 ลดอันตรายในการท างาน [4] เช่น ใน
โรงงานอุตสาหกรรม หรือในขณะขับรถ ช่วยให้ผู้ที่
ปฏิบัติหน้าที่ในสถานการณ์ที่ไม่สามารถใช้วิธีการกด 
หรือพิมพ์เพื่อสั่งงานได้ หรือใช้ได้ไม่สะดวก โดยการใช้
เสียงพูดในการสั่งการแทน 

อย่างไรก็ตาม ระบบรู้จ าเสียงภาษาไทยที่มีอยู่
ในปัจจุบันก็ยังท างานได้ไม่ถูกต้อง 100 % ซึ่งก็เกิดจาก
ความผันแปรในด้านต่าง ๆ ที่ขึ้นอยู่กับผู้พูดที่มีความ
แตกต่างในการพูดของแต่ละคนที่ไม่เหมือนกัน ส าเนียง

การพูดที่แตกต่างกันออกไปในแต่ละคน ผู้พูดท่ีเป็นชาย
หรือหญิงก็จะให้เสียงที่แตกต่างกันออกไป ความผัน
แปรในด้านโดเมนของเรื่องที่จะพูด การพูดในกลุ่มของ
เรื่องที่ระบบเคยเรียนรู้ไปแล้ว ก็จะได้ผลที่แตกต่างกับ
การพูดในกลุ่มของเรื่องใหม่ที่ระบบยังไม่ได้เรียนรู้  
ความผันแปรในด้านสภาพแวดล้อม  ซึ่ งในสภาพ 
แวดล้อมที่แตกต่างกันก็จะให้ผลที่แตกต่างกันออกไป 
เช่น การใช้งานระบบรู้จ าในสภาพแวดล้อมที่มีเสียง
รบกวน เช่น เสียงแอร์ในห้อง เสียงเครื่องจักรท างาน 
เสียงคนสนทนารอบข้าง เสียงรถยนต์ข้างถนน เสียง
กังวานในห้อง ระยะห่างของผู้พูดกับเครื่องบันทึกเสียง
ที่อยู่ห่างเกินไป ซึ่งก็จะได้ความถูกต้องแตกต่างกันไป 

เป็นที่รู้กันว่าระบบรู้จ านั้นยังท างานได้ไม่ดีพอ
ในสภาพแวดล้อมจริง ซึ่งเป็นสภาพแวดล้อมแบบเปิด 
ที่จะมีเสียงรบกวนรอบข้างตลอดเวลา ทั้งที่เป็นเสียง
เครื่องจักรหรือเสียงของผู้พูดที่เราไม่สนใจ ที่ผ่านมามี
งานวิจัยทางด้านภาษาไทย เช่น งานของ มนตรี และ
เฉลิมภัณฑ์ [5] งานของ Hansakunbuntheung และ
คณะ [6] แต่ส่วนใหญ่จะเป็นแบบไมโครโฟนเดียว 
(single microphone) และสามารถจัดการได้เฉพาะ
เสียงรบกวนที่เป็นเครื่องจักร ดังนั้นงานวิจัยนี้จึงน าวิธี  
การรู้จ าเสียงที่ทนทานต่อเสียงรบกวนใด ๆ หรือเสียงที่
ไม่ได้อยู่ในความสนใจ โดยการใช้อัลกอริทึม N-best 
LIMABEAM (likelihood maximizing beamfor-
ming) ที่มีช่องทางในการรับเสียงมากกว่า 1 ช่องทาง 
แทนที่จะเป็นช่องทางเดียว และเลือกผลลัพธ์ที่ดีที่สุด
จาก N-best hypotheses list แทนที่จะใช้ผลลัพธ์ที่ดี
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สุดเพียงอันเดียว ซึ่งจะท าให้ได้ผลลัพธ์ที่ดีขึ้น จากการ
ทดลองแสดงให้เห็นว่าอัลกอริทึม LIMABEAM สามารถ

พัฒนาให้ดีขึ้นได้ โดยสามารถสรุปเปรียบเทียบแนว
ทางการท าวิจัยได้ดังรูปที่ 1 

 

 
 

รูปที่ 1  การเปรียบเทียบแนวทางการท าวิจัย 
 

จากรูปที่ 1 วิธีที่ 1 การรู้จ าเสียงพูดแบบวิธี
ปกติที่ไม่มีอัลกอริทึมที่ช่วยในการรู้จ าที่ทนทานต่อเสียง
รบกวน ก็จะได้ผลลัพธ์  transcription ที่มีค่าความ
ผิดพลาดมากที่สุด ส่วนวิธีที่ 2 นั้นก็จะมีอัลกอริทึมที่
ช่วยในการรู้จ าแบบทนทานต่อเสียงรบกวน โดยใช้
อัลกอริทึม LIMABEAM ซึ่ งก็จะช่วยให้ ได้ผลลัพธ์  
transcription ที่มีค่าความผิดพลาดน้อยกว่าวิธีแรก 
และ ส่วนวิธีท่ี 3 นั้นก็จะใช้อัลกอริทึมท่ีทนทานต่อเสียง
รบกวนเช่นกัน โดยใช้อัลกอริทึม N-best LIMABEAM 
ซึ่ งเป็นอัลกอริทึมที่พัฒนาต่อยอดจากอัลกอริทึม 
LIMABEAM ก็จะช่วยให้ได้ผลลัพธ์ transcription ที่มี
ค่าความผิดพลาดที่น้อยที่สุดใน 3 วิธี 
 

2. Robust Speech Recognition 
การรู้จ าแบบทนทานต่อเสียงรบกวนนั้น มี

หลายวิธีที่ใช้ในการท าให้การรู้จ านั้นท างานได้ดีใน
สภาพแวดล้อมที่มีเสียงรบกวน เช่น งานวิจัยของ  
มนตรี และเฉลิมภัณฑ์ [5] นี้เป็นการวิเคราะห์เชิง

ความถี่ของเสียง โดยวิธีการลบเชิงสเปกตรัม อีกวิธี  
หนึ่งที่ท าให้การรู้จ าทนทานต่อเสียงรบกวน คือ micro-
phone array processing 

Microphone array processing เ ป็ น ก า ร
แก้ปัญหาเรื่องการรับสัญญาณเสียงที่ไม่ได้คุณภาพ 
เนื่องจากมีเสียงรบกวน และด้วยระยะห่างของไมโคร-
โฟนกับผู้พูดที่มีผลต่อคุณภาพสัญญาณเสียง วิธีการนี้
จะช่วยลดการบิดเบือนของสัญญาณเสียง และช่วยเพิ่ม
คุณภาพของสัญญาณ โดยการใช้ไมโครโฟนหลายตัวใน
การรับสัญญาณ แทนที่จะเป็นไมโครโฟนเพียงตัวเดียว 
สัญญาณที่ได้ก็จะไปผ่านกระบวนการ array process-
sing ซึ่งเป็นการรวมสัญญาณที่ได้รับจากแต่ละไมโคร-
โฟนน ามารวมกันเพื่อให้ได้สัญญาณเสียงท่ีดี 

โดยปกติแล้วการท างานของระบบรู้จ าที่ใช้
ไมโครโฟนอาเรย์ จะมีการแยกการท างานเป็นอิสระต่อ
กันเป็น 2 ส่วน คือ ส่วนของการท า array processing 
และส่วนของการรู้จ า ตามรูปที่  2 ส่วนของ array 
processing เป็นส่วนที่จะพิจารณาในขั้นตอน pre-
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processing เพื่อที่จะท าให้คุณภาพของสัญญาณเสียง
นั้นดีขึ้น    ก่อนท่ีจะส่งไปจ าแนกคุณลักษณะส าคัญของ 

เสียงและรู้จ าต่อไป

 

Array 
Processor

Speech 
Recognizer

Text
D#[n]

D[n]

 
 

รูปที่ 2 กระบวนการโดยทั่วไปของระบบรู้จ าที่ใช้ไมโครโฟนอาเรย์โดยวัตถุประสงค์ของ array processing 
เพื่อท่ีจะให้ได้สัญญาณเสียงท่ีมีคุณภาพดีที่สุด 

 
หลักการน าคลื่นเสียงหลักเพื่อมาใช้ใน micro-

phone array processing นี้เรียกว่า beamforming 
ซึ่งโดยวิธีทั่วไปของ beamforming นี้เรียกว่า delay-
and-sum (Johnson & Dudgeon, 1993) ด้ ว ย วิ ธี นี้
สัญญาณที่ได้รับมาจากไมโครโฟนอาเรย์จะมีการจัด 
เรียงสัญญาณเสียงของแต่ละไมโครโฟน เพื่อที่จะปรับ
ในเรื่องของความยาวของสัญญาณเสียงที่แตกต่างกัน
ระหว่างแหล่งที่มาของเสียงของไมโครโฟนแต่ละตัว ซึ่ง
ก็มีการต่อยอดจากวิธี  delay-and-sum beamfor-
ming ไปเป็นวิธี  filter-and-sum beamforming ใน
แต่ละไมโครโฟนก็จะมีการเช่ือมต่อตัวกรองสัญญาณ 
เสียง หลังจากผ่านตัวกรองสัญญาณแล้วก็จะน ามา
รวมกันเป็นสัญญาณเสียงเดียว 
 

3. LIMABEAM Algorithm 
ปัญหาของ microphone array processing 

ในการรู้จ านั้น เป็นเรื่องของการแยกประเภทของ
รูปแบบของสัญญาณเสียงที่ถูกแปลงไปเป็นล าดับของ
ชุดค่าคุณลักษณะ (feature vector) ที่จะต้องท าให้ได้
กลุ่มของสัญญาณเสียงที่ถูกต้องมากที่สุด อัลกอริทึม 
LIMABEAM นั้นท าขึ้นมาเพื่อเพิ่มประสิทธิภาพของ
ไมโครโฟนอาเรย์ โดยวิธีการหาชุดของ array para-

meter ที่มีโอกาสสูงสุดที่จะได้เป็นกลุ่มของสัญญาณ 
เสียงที่ถูกต้อง แล้วใช้ข้อมูลจากการรู้จ า น ากลับมาใช้
ในการหา array parameters อีก ซึ่งเป็นการท าให้
ประสิทธิภาพของการรู้ จ านั้ นดี ขึ้ น  อั ลกอริทึม 
LIMABEAM ได้มีการน าเอากระบวนการ filter-and-
sum array processing มาใช้ในการช่วยชดเชยเสียงที่
ผิดปกติจากเสียงรบกวน และเสียงก้องกังวานได้เป็น
อย่างดี โดยสามารถแสดงสูตรทางคณิตศาสตร์ได้
ดังต่อไปนี้ 

𝑥[𝑘]  = ∑ ℎ𝑚[𝑘] ∗ 𝑠𝑚[𝑘]
𝑀

𝑚=1
        (1) 

โดย 𝑠𝑚[𝑘] คือ สัญญาณเสียงที่แยกตามช่วงเวลาของ
ไมโครโฟนตัวที่ m;  ℎ𝑚[𝑘] คือ ตัวกรองสัญญาณแบบ 

FIR ของไมโครโฟนตัวที่  m;  𝑥[𝑘] คือ ผลลัพธ์ของ 

beamformer; * คือ convolution;  𝑘 คือ index ของ
เวลา 

ค่าสัมประสิทธิของชุดตัวกรองสัญญาณเสียง 
finite impulse response (FIR) ทั้งหมดของไมโคร- 
โฟนทุกตัวสามารถแสดงได้เป็นแบบ super-vector h 
ในแต่ละ frame สามารถรู้จ าคุณลักษณะของเสียงได้
จากฟังก์ช่ัน h ดังนี ้

𝑦𝐿(ℎ) = log10(𝑊 | 𝐹𝐹𝑇(𝑥(ℎ))|2)  (2) 
โดย 𝑥(ℎ) คือ observationvector;  | 𝐹𝐹𝑇(𝑥(ℎ))|2 
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คือ vector ของ power spectrum component; 𝑊 
คือ Mel filter matrix;  𝑦𝐿(ℎ) คือ vector ของ log 
filter bank energy (LFBE)  

ค่าสัมประสิทธิ cepstral ได้มาจากการผ่าน 
DCT rotation ดังนี ้

𝑦𝐶(ℎ) = 𝐷𝐶𝑇(𝑦𝐿(ℎ))                           (3)  
ค่าที่ได้จากอัลกอริทึม LIMABEAM นั้นได้มา

จากชุดของตัวกรองสัญญาณเสียง FIR ของแต่ละ
ไมโครโฟน ซึ่งความเป็นไปได้มากที่สุดของ 𝑦𝐿(ℎ) ซึ่ง
จ ะ ใ ห้ ผ ลของ  state sequence ออก ม า เ ป็ นค่ า
สมมุติฐานของ transcription ที่ถูกประเมินแล้ว ซึ่ง
แสดงได้ดังนี้ 

ℎ̂ = arg max
ℎ

𝑃(𝑦𝐿(ℎ)|𝑤)              (4) 
โ ด ย  𝑤 คื อ  ค่ า ส ม มุ ติ ฐ า น ข อ ง  transcription; 
𝑃(𝑦𝐿(ℎ)|𝑤) คือ ความน่าจะเป็นของ observation 
feature จะได้เป็น transcription ที่ถูกพิจารณาแล้ว;  
ℎ̂ คือ FIR parameter ของ super-vector 

การท า optimization จะถูกท าผ่าน non-
linear conjugate gradient ส่ ว น  state sequence 
สามารถประเมินได้จากผลลัพธ์ของ array beamfor-
mer (unsupervised LIMABEAM) ซึ่งจะท างานได้ดี
ในสภาพแวดล้อมท่ีมีเสียงรบกวน (noisy) ถึงแม้ว่าจะมี
เพียง 1 ช่องทางในการรับสัญญาณเสียงก็ตาม 
 

4. N-best LIMABEAM Algorithm 
LIMABEAM อัลกอริทึมนั้นเป็นการเพิ่มความ

น่าจะเป็นของการท าให้ได้ค่าสมมุติฐานของ trans-
cription จากการท าขั้นตอนการรู้จ าเพียงแค่ครั้งเดียว 
ส่วนในงานวิจัยนี้จะใช้วิธีการท าแบบ N-best เข้ามา
ประยุกต์ใช้ร่วมกับการรู้จ าด้วยอัลกอริทึม LIMABEAM 
ซึ่ ง เพิ่มประสิทธิภาพของการรู้จ าของอัลกอริทึม 
LIMABEAM ให้ดียิ่งขึ้น โดยในขั้นตอนแรกจะรู้จ าให้ได้
ค่าสมมุติฐานของ transcription ตามค่า N-best ที่

ก าหนด แล้วน าค่าสมมุติฐานของ transcription ที่ได้
ไปรู้ จ าต่อด้ วยอัลกอริทึม LIMABEAM จนได้ เป็น
ผลลัพธ์ของแต่ละชุด N-best แล้วเลือกผลลัพธ์ที่ดีท่ีสดุ
จากชุด N-best ทุกตัว ก็จะได้เป็นผลลัพธ์สุดท้ายเป็น
ค่าสมมุติฐานของ transcription ของอัลกอริทึมนี ้

ขั้นตอนของการท า N-best LIMABEAM ในแต่
ละชุด ข้อมูลชุดสัญญาณเสียงจะถูกจัดเรียงสัญญาณ 
แล้วไปผ่านขั้นตอนการ optimization แล้วน าชุด
ข้อมูลสัญญาณเสียงที่ได้ไปผ่านตัวกรองสัญญาณ น า
ค่าที่ได้ไปหาค่าคุณลักษณะส าคัญอันใหม่ แล้วค่อย
ส่งไปรู้จ าต่อก็จะได้ค่าสมมุติฐานของ transcription ที่
ถูกเลือก ซึ่งสามารถแสดงได้ดังสูตรนี้ 

𝑛̂ = arg max
𝑛

𝑃(𝑦𝐶(ℎ̂𝑛)|𝑤̂𝑛)          (5) 
โดย 𝑤̂𝑛 คือ transcription ที่ได้มาจากกระบวนการ
รู้จ าในครั้งท่ี 2;  𝑛̂ คือ เป็น index ของ transcription 
ที่มีความน่าจะเป็นสูงสุด ซึ่ง คือ 𝑤̂𝑛  

การ optimization นั้นถูกท าเสร็จเรียบร้อยใน
ขั้ น ต อน ก า รท า  log filter bank energies (LFBE) 
domain ส่วนกระบวนการรู้จ านั้น ถูกท าในขั้นตอน 
cepstral domain ค่าของความน่าจะเป็นได้ถูกปรับใน
ขั้นตอน cepstral domain เช่นเดียวกัน ภาพรวมของ
ระบบท่ีจะน า N-best มาใช้สามารถแสดงดังรูปที่ 3 

จากรูปที่ 3 สัญญาณเสียงที่ได้มาจากกระบวน 
การของไมโครโฟนอาเรย์ ผ่านวิธีปกติแบบ delay and 
sum (D&S) หลังจากนั้นก็มาท าสกัดหาค่าคุณลักษณะ
ส าคัญ feature extraction (FE) แล้วตามด้วยขั้นตอน
การรู้จ า recognition (REC) ในครั้งแรกกระบวนการ
รู้จ าโดยใช้ HMM ได้สร้างค่าสมมุติฐานของ trans-
cription เป็นแบบ N-best ขึ้นมา แล้วใช้อัลกอริทึม 
LIMABEAM ในขั้นตอนแรกจะเลือก state sequence 
โดย ใ ช้  Viterbi อั ลกอริ ทึ มหรื อ เ รี ยกว่ า  Viterbi 
alignment (switch to 1: ALIGN) แล้วแก้ไข หลังจาก
นั้ น ค่ า สั ม ป ร ะ สิ ท ธิ ข อ ง ตั ว ก ร อ ง  FIR จ ะ ถู ก 
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optimization โดยใช้ conjugate gradient (switch 
to 2: OPT) หลังจากที่ได้ค่าที่ convergence กันแล้ว 
ก็จะเข้าสู่การรู้จ า N-best feature ที่ได้มา (switch to 
3: REC) และหลังจากนั้น ชุดของ transcription อื่น ๆ 
ก็ถูกด าเนินการตามไป สุดท้ายก็จะเปรียบเทียบค่า
สมมุติฐานของ transcription ที่ได้จากแต่ละชุด  N-
best log-likelihood (LLH-rescoring) โดยการเลือก
ค่าที่สูงที่สุดก็จะได้เป็นประโยคที่ถูกเลือกออกมาเป็น
ผลลัพธ์ของอัลกอริทึมนี้ 
 

 
 

รูปที่ 3 Block diagram ของ N-best LIMABEAM 
 

5. สภาพแวดล้อมที่ใช้ในการทดลอง 
ห้องที่ใช้บันทึกเสียงส าหรับการทดลองมีขนาด 

5.5x4 เมตร ในห้องมีเสียงรบกวนเป็นเสียงเครื่องปรับ 
อากาศและเสียงโทรทัศน์ โดยวัดค่าความดังได้ 70 dB 
บันทึกเสียงโดยใช้โทรศัพท์ smartphone จ านวน 3 
เครื่ อ ง  ประกอบด้ วย  Samsung Galaxy Note II, 
Samsung Galaxy Note III แ ล ะ  Samsung Galaxy 
Tab S ด้ วยค่ า  sample rate 16 kHz และค่ า  bit-
depth 16 bit วางเรียงห่างกัน 15 เซนติเมตร ระยะ 
ห่างระหว่างผู้พูดกับโทรศัพท์ 30 เซนติเมตร เนื่องด้วย

ระยะห่างระหว่างผู้พูดกับโทรศัพท์เป็นระยะ ห่างของ
การพูดผ่านไมโครโฟนที่ตั้งอยู่บนโต๊ะแบบปกติทั่วไป 
จึงท าให้ต้องจ ากัดจ านวนไมโครโฟนให้ได้ตามขนาด
ของพื้นที่ตั้งบนโต๊ะ อีกทั้งด้วยขนาดของโทรศัพท์ที่มี
ขนาดใหญ่ ตามรูปที่ 4 
 

 
 

รูปที่ 4  ห้องบันทึกเสียงการทดลอง 
 

6. การทดลองและผลการทดลอง 
การทดลองนี้ได้ใช้ HTK HMM-based recog-

nizer เป็นเครื่องมือในการรู้จ าเสียง และใช้โปรแกรม 
MATLAB ในการประมวลผลเสียง ซึ่งภาพรวมของการ
ทดลองมีขั้นตอนในการทดลองตามรูปที่ 5 โดยมีราย 
ละเอียดดังนี้ 

6.1 ขั้นการฝึกฝน (Train)  
ข้อมูลเสียงเพื่อจัดท าเป็นฐานข้อมูลรูปแบบ

เสียง (acoustic model) ในแบบ HMM-based โดย
บันทึกเสียงด้วย microphone ตัวเดียว และอยู่ใน
สภาพแวดล้อมที่ไม่มีเสียงรบกวน เพื่อให้ได้เสียงที่
สะอาด (clean signal) การบันทึกเสียงนี้จะใช้บท
สนทนาการจองโรงแรมเป็นรูปแบบประโยคในการ
ฝึกฝน ซึ่งมีจ านวนประโยคทั้งหมด 455 ประโยค ใน
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การบันทึกเสียงนี้ใช้เสียงพูดของผู้ชายจ านวน 231 
ประโยค เสียงพูดของผู้หญิงจ านวน 214 ประโยค มี
จ านวนค าทั้งหมด 4,069 ค า หลังจากบันทึกเสียงเสร็จ
แล้ว ก็น าไฟล์เสียงที่ได้ไปสกัดหาค่าคุณลักษณะส าคัญ 
(feature extraction) เมื่อได้ค่าคุณลักษณะส าคัญแล้ว 
ก็น าไป training โดยใช้ข้อมูลบทสทนา (transcription) 
ร่วมด้วย สุดท้ายก็จะได้เป็นฐานข้อมูลรูปแบบเสียงเพื่อ
เตรียมเอาไว้ใช้ในขั้นตอนการทดสอบต่อไป 

6.2 ขั้นการทดสอบ (Test)  
โ ดย ใ ช้อั ลกอริ ทึ ม  N-best LIMABEAM 

ขั้นตอนนี้จะบันทึกเสียงในสภาพแวดล้อมที่มีเสียง
รบกวน เพื่อน าสัญญาณเสียงที่ได้ไปผ่านกระบวนการ
รู้จ าเสียงโดยใช้อัลกอริทึม N-best LIMABEAM เริ่ม
จากการบันทึกเสียงโดยใช้ ไมโครโฟนอาเรย์ และอยู่ใน
สภาพแวดล้อมที่มีเสียงรบกวนรอบข้าง แล้วน าไฟล์
เสียงไปเข้ากระบวนการรู้จ าเสียงโดยใช้อัลกอริทึม    
N-best LIMABEAM ซึ่งจะมีการสกัดหาค่าคุณลักษณะ
ส า คั ญ  (feature extraction) แ ล ะ ก า ร ถ อ ด ค่ า
คุณลักษณะส าคัญ (decoding) โดยใช้ฐานข้อมูล
รูปแบบเสียงท่ีได้จัดท าไว้แล้วในขั้นตอนการฝึกฝน เป็น
ข้อมูลตั้งต้นในการรู้จ าเสียง จนสุดท้ายก็จะได้ผลลัพธ์
เป็นข้อมูลบทสทนา (transcription) ออกมาพร้อมค่า
ความถูกต้องแม่นย า (% correct and % accuracy) 

6.3 ขั้นการทดสอบ (Test)  
โดยใช้อัลกอริทึม LIMABEAM ในขั้นตอนนี้

จะน าไฟล์เสียงที่ได้จากการบันทึกเสียงในขั้นตอนการ
ทดสอบโดยใช้อัลกอริทึม N-best LIMABEAM    น าไป
ผ่ า นกระบวนกา ร รู้ จ า เ สี ย ง โ ดย ใ ช้ อั ล กอริ ทึ ม 
LIMABEAM โดยเริ่มจากการสกัดหาค่าคุณลักษณะ
ส า คั ญ  (feature extraction) แ ล ะ ก า ร ถ อ ด ค่ า
คุณลักษณะส าคัญ (decoding) โดยใช้ฐานข้อมูล
รูปแบบเสียงท่ีได้จัดท าไว้แล้วในขั้นตอนการฝึกฝน เป็น
ข้อมูลตั้งต้นในการรู้จ าเสียง จนสุดท้ายก็จะได้ผลลัพธ์

เป็นข้อมูลบทสทนา (Transcription) ออกมาพร้อมค่า
ความถูกต้องแม่นย า (%Correct and %Accuracy) 

6.4 ขั้นการทดสอบ (Test)  
โดยใช้วิธีการรู้จ าแบบปกติทั่วไป (recogni-

tion) ในขั้นตอนนี้จะน าไฟล์เสียงที่ได้จากการบันทึก 
เสียงในขั้นตอนการทดสอบโดยใช้อัลกอริทึม N-best 
LIMABEAM แต่น าเพียงไฟล์เสียงจากไมโครโฟนเพียง
ตัวเดียว น าไปผ่านกระบวนการรู้จ าเสียง โดยเริ่มจาก
การสกัดหาค่าคุณลักษณะส าคัญ (feature extraction) 
และการถอดค่าคุณลักษณะส าคัญ (decoding) โดยใช้
ฐานข้อมูลรูปแบบเสียงที่ได้จัดท าไว้แล้วในขั้นตอนการ
ฝึกฝน เป็นข้อมูลตั้งต้นในการรู้จ าเสียง จนสุดท้ายก็จะ
ได้ผลลัพธ์เป็นข้อมูลบทสทนา (transcription) ออกมา
พร้อมค่าความถูกต้องแม่นย า (% correct and % 
accuracy) 

6.5 ขั้นการเปรียบเทียบค่าความแม่นย า 
(Accuracy Comparison)  

ในขั้นนี้ก็จะน าผลลัพธ์ที่ได้จากการทดสอบ
ด้วยอัลกอริทึม N-best LIMABEAM, LIMABEAM และ 
recognition มาเปรียบเทียบค่าความแม่นย าของ
ผลลัพธ์ที่ได้ ว่าวิธีไหนจะมีความแม่นย ามากกว่ากัน ดัง
ผลในตารางที่ 1 
 

ตารางที่ 1 เปรียบเทียบค่าความถูกต้อง 
 

วิธีการ ความถูกต้อง 
การพัฒนา
เชิงสัมพันธ์ 

เสียงท่ีมีเสียงรบกวน   9.47 % - 
LIMABEAM 20.12 % 11.76 % 
N-best LIMABEAM 27.22 % 19.61 % 

 

ผลการทดลองการรู้จ าเสียงท่ีมีเสียงรบกวนด้วย
อัลกอริทึม N-best LIMABEAM ให้ค่าความถูกต้องดี
ที่สุดที่ 27.22 % ซึ่งมีค่าการพัฒนาเชิงสัมพันธ์อยู่ที่ 
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19.61 % เทียบกับค่าของเสียงที่มีเสียงรบกวน โดยใช้
ค่า N-best อยู่ที่ 10 ส่วนอัลกอริทึม LIMABEAM ให้
ค่าความถูกต้องที่ 20.12 % ซึ่งมีค่าการพัฒนาเชิง
สัมพันธ์อยู่ท่ี 11.76 % ส่วนเสียงที่มีเสียงรบกวน ให้ค่า
ความถูกต้องที่ 9.47 %  
 

7. อภิปรายผลการทดลอง 
งานวิจัยนี้เป็นการทดลองกับเสียงพูดภาษาไทย

ที่เป็นประโยคบทสนทนา ซึ่งที่ผ่านมายังไม่มีการท า
วิจัยในมุมมองนี้มาก่อน จากผลการทดลองอัลกอริทึม 
N-best LIMABEAM ให้ค่าความถูกต้องดีที่สุดที่ 27.22 
% ซึ่งพัฒนาได้ดีขึ้นจากอัลกอริทึม LIMABEAM แต่ค่า
ความถูกต้องที่ได้ยังค่อนข้างต่ าอยู่ น่าจะเป็นผลมาจาก
ฐานข้อมูลที่ใช้ในการฝึกฝนเพื่อรู้จ าเสียงมีจ านวนที่
น้อยเลยท าให้ได้โมเดลเสียงที่ไม่ละเอียดพอที่จะ
จ าแนก observation sequence ที่ส่งเข้าไปจ าแนก
เสียงว่าเป็นเสียงของ phone ที่ถูกต้องที่สุด อย่างไรก็
ตาม จากการทดลองในงานวิจัยนี้  ก็ยังให้ค่าความ
ถูกต้องที่ดีกว่า อันเนื่องจากการใช้อัลกอริทึม N-best 
LIMABEAM ที่เป็นการเพิ่มโอกาสที่จะได้ค่าสมมุติฐาน
ของ transcription ที่ดีที่สุดจากจ านวนชุดค่าสมมุติ-
ฐานท่ีได้จากการท า N-best ซึ่งวิธีนี้ก็จะช่วยเพิ่มผลลัพธ์
ที่ให้ได้ค่าความถูกต้องมากยิ่งขึ้น และจากการทดลอง
ยังพบว่าหากยิ่งเพิ่มระดับความดังของเสียงรบกวน ก็
จะยิ่งท าให้ค่าความถูกต้องลดลง 

การทดลองนี้ยังมีข้อจ ากัดอยู่ โดยมีปัญหาจาก
การบันทึกเสียงในขั้นตอนการฝึกฝน และขั้นตอนการ
รู้จ า หากมีการออกเสียงที่ไม่ชัดเจน ก็จะท าให้ได้ผล
ลัพธ์ที่ไม่ดี การใช้ smartphone เป็นไมโครโฟนในการ
บันทึกเสียง พบว่า smartphone แต่ละเครื่องให้
คุณภาพเสียงที่แตกต่างกัน อาจท าให้ได้คุณภาพเสียง
หลังจากการรวมเสียงที่แตกต่างกัน การใช้เสียงในการ
ทดสอบการรู้จ าคนละเสียงกับที่ใช้ในการฝึกฝนก็มีผล

ท าให้ได้ค่าความถูกต้องที่ไม่ดี ซึ่งน่าจะเป็นผลมาจาก
ฐานข้อมูลที่ใช้ในการฝึกฝนเพื่อรู้จ าเสียงมีจ านวนที่
น้อยและมีลักษณะของเสียงไม่หลากหลาย 

งานวิจัยในอนาคต สามารถที่จะเพิ่มจ านวน
ไมโครโฟนให้มีมากยิ่งข้ึน เปลี่ยนเครื่องบันทึกเสียงจาก 
smartphone เป็นชุดไมโครโฟนชนิดเดียวกัน พัฒนา
กระบวนการในการรู้จ าให้ใช้เวลาเร็วขึ้น ทดสอบกับ
สภาพแวดล้อมที่หลากหลายมากขึ้น และเพิ่มขนาด
ฐานข้อมูลเสียงที่ใช้ฝึกฝนให้มากขึ้น รวมถึงให้สามารถ
รู้จ าเสียงพูดได้หลากหลายบุคคล 
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