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บทคัดย่อ 
งำนวิจัยนี้มีวัตถุประสงค์เพื่อเปรียบเทียบประสิทธิภำพของวิธีกำรประมำณค่ำสูญหำยส ำหรับกำรวิเครำะห์

กำรถดถอยพหุเมื่อตัวแปรตำมมีกำรสูญหำยอย่ำงสุ่ม วิธีกำรประมำณค่ำสูญหำยที่ศึกษำในงำนวิจัยนี้ประกอบด้วย
วิธีกำรประมำณค่ำสูญหำยแบบเดี่ยว 4 วิธี ได้แก่ วิธี regression imputation (RI) วิธี stochastic regression 
imputation (SRI) วิธี K-nearest neighbor (KNN) วิธี EM algorithm (EM) และวิธีกำรประมำณค่ำสูญหำยแบบ
ร่วม 2 วิธี ได้แก่ วิธี K-nearest regression imputation with equivalent weighted (KREW) และวิธี K-nearest 
stochastic regression imputation with equivalent weighted (KSEW) ซึ่งเป็นวิธีกำรประมำณค่ำสูญหำยที่ได้
จำกกำรรวมวิธีกำรประมำณค่ำสูญหำยแบบเดี่ยว 2 วิธี คือ วิธี KNN กับวิธี RI และวิธี KNN กับวิธี SRI ตำมล ำดับ 
โดยใช้กับฟังก์ชันกำรถ่วงน้ ำหนักด้วยวิธีกำรให้น้ ำหนักเท่ำกัน (EW) จ ำลองข้อมูลด้วยวิธีมอนติคำร์โล โดยก ำหนด
ขนำดตัวอย่ำงเท่ำกับ 20, 30, 50 และ 100 ส่วนเบี่ยงเบนมำตรฐำนของควำมคลำดเคลื่อนเท่ำกับ 5, 10 และ 15 
กำรสูญหำย 4 ระดับ คือ 10, 20, 30 และ 40 % เกณฑ์ที่ใช้ในกำรเปรียบเทียบประสิทธิภำพ คือ ค่ำควำมคลำด
เคลื่อนก ำลังสองเฉลี่ย ผลกำรวิจัยพบว่ำวิธี KSEW มีประสิทธิภำพดีที่สุด เมื่อขนำดตัวอย่ำง 20 และ 30 วิธี SRI มี
ประสิทธิภำพดีที่สุด เมื่อขนำดตัวอย่ำง 50 และ 100 และทุกวิธีกำรจะมีประสิทธิภำพลดลงเมื่อเปอร์เซ็นต์กำรสูญ
หำยและค่ำส่วนเบี่ยงเบนมำตรฐำนของควำมคลำดเคลื่อนเพิ่มขึ้น 

 

ค าส าคัญ : ข้อมูลสูญหำย; กำรวิเครำะห์กำรถดถอยพหุ; วิธีกำรประมำณค่ำสูญหำย; กำรประมำณค่ำสูญหำยแบบ
เดี่ยว; กำรประมำณค่ำสูญหำยแบบร่วม 
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Abstract 
The objective of this research is to compare the efficiency of missing data estimation 

methods for the multiple regression analysis with missing at random dependent variable. The 
missing data estimation methods considered in research are four single imputation methods–พ
regression imputation (RI), stochastic regression imputation (SRI), K-nearest neighbor (KNN), EM 
algorithm–and two composite imputation methods (KREW and KSEW). The KREW method is derived 
from a combination of K-nearest neighbor and regression imputation. The KSEW method is derived 
from a combination of K-nearest neighbor and stochastic regression imputation. The composite 
imputation methods were weighted by equivalent weighted method. For this study, the Monte 
Carlo simulation was done under the condition of sample sizes 20, 30, 50 and 100; the standard 
deviations of errors 5, 10 and 15; the missing percentage 10, 20, 30 and 40 %. The criterion of 
comparison the efficiency is the mean square error (MSE). The results show that the KSEW method 
performs best when the sample sizes 20 and 30. The SRI method performs best when the sample 
sizes 50 and 100. All estimation methods are less effective when the missing percentage and the 
standard deviation of errors increase.  

 

Keywords: missing data; multiple regression analysis; missing data estimation; single imputation; 
composite imputation 

 
1. บทน า 

กำรวิ เ ค ร ำะห์ ก ำรถดถอยพหุ  (multiple 
regression analysis) เป็นกำรวิเครำะห์ข้อมูลโดยใช้
ตัวแปรอิสระ (independent variable) ที่มีมำกกว่ำ
หนึ่งตัวแปรขึ้นไปมำใช้ในกำรอธิบำยตัวแปรตำม 
(dependent variable) ซึ่งตัวแปรอิสระและตัวแปร
ตำมจะมีควำมสัมพันธ์กันในลักษณะใดลักษณะหนึ่ง 
ปัญหำอย่ำงหนึ่งที่มักเกิดขึ้นเสมอในกำรวิเครำะห์
ข้อมูลคือ ข้อมูลไม่สมบูรณ์ (incomplete data) ซึ่งใน
งำนวิจัยที่มีลักษณะเชิงส ำรวจอำจเกิดปัญหำเนื่องจำก
ผู้ตอบแบบสอบถำมตอบค ำถำมไม่ครบหรือบำงค ำถำม
อำจไม่สำมำรถให้ข้อมูลได้ จึงท ำให้เกิดข้อมูลสูญหำย 
(missing data) ซึ่ งถื อ เป็นปัญหำที่มี ควำมส ำคัญ 
เนื่องจำกกำรวิเครำะห์ข้อมูล หำกน ำข้อมูลที่ไม่สมบรูณ์
ไปวิเครำะห์อำจท ำให้ได้ผลลัพธ์ที่คลำดเคลื่อนจำก

ควำมเป็นจริง [1] ส่งผลกระทบต่อกำรน ำไปใช้ในกำร
วำงแผนตัดสินใจในงำนต่ำงๆ ถ้ำหำกน ำข้อมูลที่ไม่มี
ควำมสมบูรณ์ไปใช้ในกำรวิเครำะห์กำรถดถอยย่อมท ำ
ให้ประสิทธิภำพในกำรวิเครำะห์ข้อมูลลดลง ผลลัพธ์ที่
ได้อำจเกิดควำมเอนเอียง (bias) 

กำรจัดกำรกับปัญหำกำรสูญหำยนั้นสำมำรถ
ท ำได้หลำยวิธีโดยวิธีที่นิยมใช้ คือ วิธี  mean หรือวิธี 
mode และวิธีที่ง่ำยที่สุด คือ กำรตัดข้อมูลที่สูญหำย
ทิ้งและน ำข้อมูลที่สมบูรณ์เท่ำนั้นมำวิเครำะห์ โดยวิธีนี้
จะท ำให้ขนำดของข้อมูลลดน้อยลงและสูญเสีย
รำยละเอียดบำงอย่ำงไป ท ำให้มีผู้คิดค้นศึกษำและ
พัฒนำวิธีกำรจัดกำรข้อมูลสูญหำยขึ้นมำใหม่ เพื่อเพิ่ม
ประสิทธิภำพในกำรประมำณค่ำสูญหำยที่ดีกว่ำวิธีกำร
เดิม และจำกกำรศึกษำงำนวิจัยที่เกี่ยวข้องกับกำร
ประมำณค่ำสูญหำยของตัวแปรตำม พบว่ำ จิรกำนต์ 
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(2552) [2]  ได้ประยุกต์โดยกำรน ำวิธีกำรประมำณค่ำ
สูญหำยแบบดั้งเดิมที่มีอยู่มำประมำณค่ำสูญหำย
ร่วมกันแล้วน ำมำใช้กับฟังก์ชันกำรถ่วงน้ ำหนัก โดยได้
น ำเสนอกำรเปรียบเทียบวิธีกำรประมำณค่ำสูญหำย
แ บ บ เ ดี่ ย ว  ซึ่ ง ไ ด้ แ ก่  วิ ธี  mean วิ ธี  regression 
imputation (RI) วิธี multiple imputation (MI) และ
ประยุกต์วิธีกำรประมำณค่ำสูญหำยขึ้นใหม่ เป็นกำร
ประมำณค่ำสูญหำยแบบร่วมที่ใช้ค่ำประมำณสูญหำย
จำกทั้งสำมวิธีข้ำงต้นร่วมกัน แล้วน ำมำใช้กับฟังก์ช่ัน
กำรถ่วงน้ ำหนักด้วยกัน 3 แบบ คือ กำรให้น้ ำหนักที่
เท่ำกัน (equivalent weighted method, EW) กำร
ถ่วงน้ ำหนักด้วยค่ำสัมบูรณ์ต่ ำสุด (least absolute 
value method, LAV) และกำรถ่วงน้ ำหนักด้วยค่ำ
ควำมแปรปรวนต่ ำสุด (minimum variance method, 
MV) ซึ่งผลกำรศึกษำพบว่ำวิธีกำรประมำณค่ำสูญหำย
แบบร่วมที่ถ่วงน้ ำหนักด้วยวิธี LAV  มีประสิทธิภำพใน
กำรประมำณค่ำสูญหำยดีที่สุด รองลงมำคือกำรใช้
ฟังก์ชันกำรถ่วงน้ ำหนักด้วยวิธี EW และ ศศิธร (2555) 
[3] ได้น ำเสนอกำรเปรียบเทียบวิธีกำรประมำณค่ำสูญ
หำยแบบร่วมที่ได้ประยุกต์ขึ้นใหม่ 2 วิธี คือ วิธี K-
nearest regression multiple imputation 1 
(KRMI1) และวิ ธี  K-nearest regression multiple 
imputation 2 (KRMI2) ซึ่งเป็นวิธีที่พัฒนำจำกวิธีกำร
ประมำณค่ำสูญหำยแบบร่วมจำกงำนวิจัยของ จิรกำนต์ 
(2552) [2] โ ด ย เ ลื อ ก ใ ช้ วิ ธี  K-nearest neighbor 
imputation (KNN) แ ทน วิ ธี  mean เ พื่ อ ช่ ว ย ล ด
ข้อจ ำกัดในกรณีที่ข้อมูลมีค่ำผิดปกต ิ(outlier) โดยที่วิธี 
KRMI1 เป็นวิธีประมำณค่ำสูญหำยที่ได้จำกกำรรวม
วิธีกำรประมำณค่ำสูญหำย 3 วิธี ได้แก่ วิธี KNN วิธี RI 
และวิธี MI ที่น ำมำถ่วงน้ ำหนักด้วยวิธี LAV และวิธี 
KRMI2 เป็นวิธีประมำณค่ำสูญหำยที่ได้จำกกำรรวม
วิธีกำรประมำณค่ำสูญหำย 3 วิธีได้แก่ วิธี KNN วิธี RI 
และวิธี MI ที่น ำมำถ่วงน้ ำหนักด้วยวิธี EW ซึ่งพบว่ำ

วิธีกำรประมำณค่ำสูญหำยวิธี KRMI2 ที่ถ่วงน้ ำหนัก
ดัวยวิธี EW มีประสิทธิภำพในกำรประมำณค่ำสูญหำย
ดีกว่ำวิธี KRMI1 ที่ถ่วงน้ ำหนักดัวยวิธี LAV  

จำกงำนวิจัยที่กล่ำวมำข้ำงต้นพบว่ำกำรใช้
ฟังก์ชันกำรถ่วงน้ ำหนักด้วยวิธี EW นั้นมีประสิทธิภำพ
เพียงพอที่จะใช้ในกำรประมำณค่ำสูญหำยและมี
ขั้นตอนกำรค ำนวณที่ไม่ซับซ้อน สะดวกในกำรใช้งำน
จริง ดังนั้นผู้วิจัยจึงสนใจศึกษำวิธีกำรประมำณค่ำสูญ
หำยแบบร่วม 2 วิธี ที่ใช้ฟังก์ชันกำรถ่วงน้ ำหนักด้วยวิธี 
EW คือ วิธี K-nearest regression imputation with 
equivalent weighted (KREW) เป็นวิธีประมำณค่ำ
สูญหำยที่ได้จำกกำรรวมวิธีกำรประมำณค่ำสูญหำย 2 
วิธี ได้แก่ วิธี KNN และวิธี RI แล้วน ำมำถ่วงน้ ำหนัก
ด้วยวิธ ีEW ส่วนวิธีท่ี 2 คือ วิธี K-nearest stochastic 
regression imputation with equivalent 
weighted (KSEW) เป็นวิธีประมำณค่ำสูญหำยที่ได้
จำกกำรรวมวิธีกำรประมำณค่ำสูญหำย 2 วิธี ได้แก่ วิธี 
KNN แ ล ะ วิ ธี  stochastic regression imputation 
(SRI) แล้วน ำมำถ่วงน้ ำหนักด้วยวิธี  EW ดังนั้นใน
งำนวิจัยนี้ได้ เปรียบเทียบประสิทธิภำพของวิธีกำร
ประมำณค่ำสูญหำยของตัวแปรตำม จ ำนวน 6 วิธี 
ได้แก่ วิธี RI วิธี SRI วิธี KNN วิธี EM algorithm (EM) 
วิธี KREW และวิธี KSEW ในกรณีที่ตัวแปรตำมมีกำร
สูญหำยแบบสุ่มซึ่งเป็นกำรสูญหำยที่มีควำมน่ำเป็น
ขึ้นอยู่กับตัวแปรตัวอื่นที่ทรำบค่ำหรือสำมำรถท ำนำย
ตัวแปรอื่นได้  โดยเกณฑ์ที่ ใ ช้ในกำรเปรียบเทียบ
ประสิทธิภำพ คือ ค่ำควำมคลำดเคลื่อนก ำลังสองเฉลี่ย 
(mean square error, MSE) 
 

2. วิธีการวิจัย 
กำรเปรียบเทียบประสิทธิภำพวิธีกำรประมำณ

ค่ำสูญหำยส ำหรับกำรวิเครำะห์กำรถดถอยพหุ เมื่อตัว
แปรตำมมีกำรสูญหำยอย่ำงสุ่ม โดยกำรจ ำลองข้อมูล
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ด้วยวิธีมอนติคำร์โล ภำยใต้สถำนกำรณ์ที่แตกต่ำงกัน 
ดังนี ้

2.1 ก ำหนดให้ตัวแปรอิสระมีกำรแจกแจง
ปรกติ (normal distribution) ในกำรศึกษำนี้จะใช้ตัว
แปรอิสระ  5 ตั วแปรโดยที่  (0,1)px N  เมื่ อ

1,...,5p     
2.2 ก ำหนดค่ำควำมคลำดเคลื่อนให้มีกำรแจก

แจงปรกติที่มีค่ำเฉลี่ยเท่ำกับ 0 ส่วนเบี่ยงเบนมำตรฐำน
เท่ำกับ 5, 10 และ 15 ตำมล ำดับ 

2.3 สร้ำงตัวแปรตำมที่มีควำมสัมพันธ์เชิงเส้น
กับตัวแปรอิสระ ซึ่งใช้รูปแบบควำมสัมพันธ์เชิงเส้น 
ดังนี ้

i 0 1 1i 2 2i 3 3i 4 4i 5 5i iy = β +β x +β x +β x +β x +β x +ε  
เ มื่ อ   i =1, ..., m, m+1, ..., n ; ก ำ ห น ด ใ ห้  ค่ ำ
สัมประสิทธิ์กำรถดถอย 

0 1 2 3 4 5
β =β =β =β =β =β =1

เพื่อควบคุมควำมแปรปรวนของตัวแปรตำมที่สร้ำง
ขึ้นมำจำกตัวแปรอิสระแต่ละตัวที่ใช้ในงำนวิจัยให้มี
ขนำดเท่ำกัน โดยควรก ำหนดค่ำสัมประสิทธิ์กำร
ถดถอยให้มีค่ำระหว่ำงอยู่ระหว่ำง -1 ถึง 1 ท้ังนี้เพื่อให้
เกิดค่ำควำมคลำดเคลื่อนของตัวประมำณน้อยที่สุด [4]   
โดยที่ ตัวแปรอิสระไม่มีกำรสูญหำย 

1 m
y ,…,y เป็น

ข้อมู ลของตั วแปรตำมที่ ไ ม่ มี กำรสูญหำย และ 

m+1 n
y ,…,y เป็นข้อมูลของตัวแปรตำมที่มีกำรสูญหำย 

2.4 ก ำหนดให้ตัวแปรตำมมีกำรสูญหำยแบบ
สุ่ม โดยมีเปอร์เซ็นต์กำรสูญหำยของตัวแปรตำม 4 
ระดับ คือ 10, 20, 30 และ 40 % 

2.5 ก ำหนดขนำดตัวอย่ำงเท่ำกับ 20, 30, 50 
และ 100  

2.6 วิธีกำรประมำณค่ำสูญหำยที่ ศึกษำใน
งำนวิจัยประกอบด้วย 6 วิธี ดังนี ้

2.6.1 วิธี RI เป็นวิธีกำรที่ใช้สมกำรถดถอย
ประมำณค่ำสูญหำย โดยใช้ชุดข้อมูลที่ทรำบค่ ำ 
 ,

i i
x y ; i = 1, 2, …., m น ำมำค ำนวณค่ำสัมประสทิธิ์

กำรถดถอยด้วยวิธีก ำลังสองน้อยที่สุด เพื่อมำประมำณ
ค่ำสูญหำยของตัวแปรตำม 

j
ˆ(y )  ; j = m + 1, …, n  

2.6.2 วิธี SRI [5] เป็นวิธีกำรที่ใช้สมกำร
ถดถอย จำกชุดข้อมูลที่ทรำบค่ำ  ,

i i
x y  ; i = 1, 2, 

..., m โดยจะแตกต่ำงจำกวิธี RI ที่ในกำรประมำณค่ำ
สูญหำยจะเพิ่มเทอมควำมคลำดเคลื่อนสุ่มเข้ำมำใน
สมกำรถดถอย เพื่อมำประมำณค่ำสูญหำยของตัวแปร

ตำม *

j
(y )  ; j = m + 1, …, n 

2.6.3 วิธี KNN เป็นกำรประมำณค่ำสูญ
หำยด้วยค่ำเฉลี่ยของข้อมูลที่ทรำบค่ำ จ ำนวน K ตัว ที่
ลักษณะของตัวแปรที่ ไม่ เกิดกำรสูญหำยมีควำม
คล้ำยคลึงกับหน่วยตัวอย่ำงที่เกิดค่ำสูญหำยมำกที่สุด 

ซึ่งโดยทั่วไปจะก ำหนดให้ K m  โดย K เป็นจ ำนวน

เต็มคี่ที่มีค่ำใกล้เคียงกับ m  มำกที่สุด เมื่อ m  เป็น
จ ำนวนข้อมูลที่สมบูรณ์ [6] ก ำหนดให้ 

jy  โดยที่ j = 
m+1, …, n  แทนค่ำประมำณของข้อมูลตัวแปรตำมที่
สูญหำยด้วยวิธี KNN พิจำรณำจำกระยะห่ำงยุคลิด 
(Euclidean Distance) ของตัวแปรที่ไม่ เกิดกำรสูญ
หำย [7] ซึ่งหำได้จำกสมกำรต่อไปนี้ 

 
5

2

ij ip jp

1

D x - x
p

   

เมื่อ i = 1, 2, …, m และ j = m+1,…., n โดยวิธี KNN 
มีขั้นตอนดังนี้  (1) ค ำนวณหำค่ำ K ตัว และหำค่ำ
ระยะห่ำงยุคลิด 

ij
D  ที่มีค่ำต่ ำที่สุดจ ำนวน  K ตัว 

ส ำหรับแต่ละชุดตัวอย่ำงที่ j (2) ค ำนวณหำค่ำเฉลี่ยของ

ตัวแปรตำม i
y  สอดคล้องกับค่ำต่ ำสุด K ตัว ของชุด

ตัวอย่ำงที่ j โดยก ำหนดให้เป็น *

j
y และ (3) จะได้

ค่ำประมำณของข้อมูลตัวแปรตำมที่สูญหำยวิธี KNN 
คือ *

j j
y = y  

2.6.4 วิธี EM เป็นกระบวนกำรวนซ้ ำเพื่อ
ใ ช้ส ำหรับหำค่ ำประมำณภำวะน่ำจะเป็นสูงสุด 
(maximum likelihood) ของพำรำมิเตอร์ เมื่อมีข้อมูล
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บำงส่วนเกิดกำรสูญหำย กำรประมำณค่ำสูญหำย
สำมำรถแบ่งออกเป็น 2 ขั้นตอน คือ ขั้นตอน E-step 
เป็นขั้นตอนในกำรหำค่ำคำดหวังของค่ำข้อมูลสูญหำย
ภำยใต้เ ง่ือนไขของชุดข้อมูลที่ไม่มีกำรสูญหำยและ
พำรำมิเตอร์ตัวปัจจุบัน เพื่อน ำค่ำคำดหวังที่ได้นี้ไป
ประมำณค่ำข้อมูลที่สูญหำย และขั้นตอน M-step เป็น
ขั้นตอนกำรประมำณค่ำภำวะน่ำจะเป็นสูงสุดของ
พำรำมิเตอร์ จำกข้อมูลที่ไม่มีกำรสูญหำย ซึ่งจะได้กำร
แทนค่ำข้อมูลสูญหำยที่ได้จำกกำรประมำณในขั้น E-
step และในปีค.ศ. 2002 Little และ Rubin [8] ได้
ประยุกต์วิธี EM โดยกำรประมำณค่ำสูญหำยของตัว
แปรตำมในกำรวิเครำะห์กำรถดถอยเชิงเส้นพหุ 

จัดชุดข้อมูลให้อยู่ในรูป y = Xβ + ε  
โดยแบ่งข้อมูลของตัวแปรตำมออกเป็น 2 ส่วน คือส่วน
ที่มีข้อมูลสมบูรณ์และส่วนท่ีมีข้อมูลไม่สมบูรณ์ ดังนี้ 

0 1

1 2

p n

β ε

β ε

β ε



   
   

       
          

   
  

1 1

2 2

y X
=

y X
 

เมื่อ 
1

y  เป็นเวกเตอร์ของตัวแปรตำมที่ไม่มีกำรสูญ

หำย ขนำด m×1; 
2

y เป็นเวกเตอร์ของตัวแปรตำมที่มี

กำรสูญหำยขนำด (n-m)×1  ; 
1

X เป็นเมทริกซ์ของตัว
แปรอิสระที่ชุดข้อมูลของตัวแปรตำมทรำบค่ำขนำด 

m×(p+1) ; 
2

X  เป็นเมทริกซ์ของตัวแปรอิสระที่ชุด
ข้ อ มู ล ข อ งตั ว แ ป ร ต ำ ม ที่ มี ก ำ ร สู ญ ห ำ ย ขนำด 
(n-m)×(p+1) ; β  เป็นเวกเตอร์ของพำรำมิ เตอร์   
ข น ำ ด   p+1 1 ; ε  เ ป็ น เ ว ก เ ต อ ร์ ข อ ง ค ว ำ ม
คลำดเคลื่อน  ขนำด n×1   

มีขั้นตอนดังนี้  
(1) ประมำณค่ำสัมประสิทธ์ิกำรถดถอย

ด้วยวิธีก ำลังสองน้อยที่สุดจำกชุดข้อมูลที่ไม่มีกำรสูญ
หำย จะได้ค่ำสัมประสิทธ์ิกำรถดถอยตัวเริ่มต้น ˆ (0)

β   
(2) เข้ำสู่ขั้นตอน E-step โดยกำรน ำคำ่  

ˆ (0)
β

 
ที่ ได้จำกขั้นตอนที่  1 มำหำค่ำคำดหวัง เพื่อ

ประมำณค่ำข้อมูลสูญหำยของตัวแปรตำมที่สูญหำย ใน
กำรท ำซ้ ำรอบที่ 1 ดังนี ้
 

 i

; i=1, 2, …, m
ˆE y |

ˆ ˆ ˆ ˆ ; i=m+1, …, n





i(0)

1 (0) (0) (0) (0)

0 1 i1 2 i2 i5 i5

y
X, y ,β

β + β x + β x + + β x
 

 

(3) เข้ำสู่ขั้นตอน M-step โดยกำรแทน
ค่ำข้อมูลสูญหำยจำกค่ำที่ประมำณได้ในขั้นตอนที่  2 
แล้วน ำมำค ำนวณหำค่ำประมำณสัมประสิทธิ์กำร
ถดถอยในกำรท ำซ้ ำรอบท่ี 1 1ˆ( )

( )
β  

(4) ประมำณค่ำสูญหำยใหม่อีกรอบซึ่ง
กลั บ เ ข้ ำ สู่ ขั้ นตอน  E-step ในกำรท ำซ้ ำ รอบที่  

t ; t = 2, 3,...     
โดยใช้ค่ำสัมประสิทธิ์กำรถดถอยใหม่ที่

ค ำนวณได้จำกกำรแทนค่ำข้อมูลสูญหำยแล้ว แล้วเข้ำสู่
ขั้นตอน M-step รอบที่ t  ค ำนวณหำค่ำสัมประสิทธิ์
กำรถดถอยใหม่ ท ำวนซ้ ำเช่นนี้ไปเรื่อย ๆ จนกระทั่งค่ำ
สัมบูรณ์ของผลต่ำงระหว่ำงค่ำสัมประสิทธ์ิกำรถดถอยมี
ค่ำน้อยกว่ำหรือเท่ำกับ 0.001 จึงหยุด 

2.6.5 วิธี KREW เป็นวิธีที่ประยุกต์กำรใช้
ตัวถ่วงน้ ำหนักด้วยวิธี EW ให้กับค่ำประมำณที่ได้จำก
วิธีกำรประมำณค่ำสูญหำย 2 วิธี ได้แก่ วิธี KNN และ
วิธี RI โดยมีขั้นตอนดังนี้  

(1) ประมำณค่ำสูญหำยด้วยวิธี KNN 
และวิธี RI จำกข้อมูลที่ทรำบค่ำ 

(2) ถ่วงน้ ำหนักด้วยวิธีกำรให้น้ ำหนักที่
เท่ำกัน ให้กับค่ำประมำณที่ได้จำกวิธีกำรประมำณค่ำ
สูญหำยวิธี KNN และวิธี RI ได้ดังนี้  

j M j j

ˆ ˆy = W (y + y )  
เมื่อวิธีกำรให้น้ ำหนักที่ เท่ำกัน [9] ค ำนวณได้จำก 

M

1
W

M
  ;

M
W  คื อ  ตั วถ่ ว งน้ ำหนักของวิ ธีกำร

ประมำณค่ำสูญหำย M  วิธี โดยก ำหนดให้  jŷ  ; j = 
m+1,…., n คือ ตัวประมำณค่ำสูญหำยของวิธี KREW 
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2.6.6 วิธี KSEW เป็นวิธีที่ประยุกต์กำรใช้
ตัวถ่วงน้ ำหนักด้วยวิธี EW ให้กับค่ำประมำณที่ได้จำก
วิธีกำรประมำณค่ำสูญหำย 2 วิธี ได้แก่ วิธี KNN และ
วิธี SRI โดยมีขั้นตอนดังนี้  

(1) ประมำณค่ำสูญหำยด้วยวิธี KNN 
และวิธี SRI จำกข้อมูลที่ทรำบค่ำ  

(2) ถ่วงน้ ำหนักด้วยวิธีกำรให้น้ ำหนักที่
เท่ำกัน ให้กับค่ำประมำณที่ได้จำกวิธีกำรประมำณค่ำ
สูญหำยวิธี KNN และวิธี SRI ได้ดังนี้ 

* *

j M j j
y = W (y + y )  

เมื่อวิธีกำรให้น้ ำหนักที่ เท่ำกัน [9] ค ำนวณได้จำก 

M

1
W

M
  ;

M
W  คื อ  ตั วถ่ ว งน้ ำหนักของวิ ธีกำร

ประมำณค่ำสูญหำย M  วิธี โดยก ำหนดให้ *

j
y ;  j = 

m+1,…., n คือ ตัวประมำณค่ำสูญหำยของวิธี KSEW 
2.7 ประมำณค่ำสัมประสิทธ์ิกำรถดถอยท่ีมี

ข้อมูลครบสมบูรณ์จำกกำรแทนค่ำข้อมูลสูญหำยจำก
ค่ำประมำณที่ได้ในแต่ละวิธีกำรประมำณค่ำสูญหำย 
ด้วยวิธีก ำลังสองน้อยที่สุดเพื่อสร้ำงสมกำรถดถอยเชิง
เส้นพหุ 

2.8 ค ำนวณค่ำ MSE จำกวิธีกำรประมำณ
ค่ำสูญหำยทั้ง 6 วิธี โดยกำรท ำซ้ ำ 1,000 ครั้ง ในแต่ละ
สถำนกำรณ์ เพื่อเปรียบเทียบประสิทธิภำพกำร
ประมำณค่ำสูญหำยจำกค่ำ MSE ของแต่ละวิธีกำร
ประมำณค่ำสูญหำย โดยวิธีใดที่ให้ค่ำ MSE ต่ ำที่สุดจะ
เป็นวิธีที่มีประสิทธิภำพในกำรประมำณค่ำสูญหำยดี
ที่สุด 
 

3. ผลการวิจัยและวิจารณ์ 
3.1 ผลการวิจัย 

เมื่อส่วนเบี่ยงเบนมำตรฐำนของควำมคลำด 
เคลื่อนเท่ำกับ 5 ขนำดตัวอย่ำงเท่ำกับ 20 และ 30 ที่
ทุกระดับเปอร์เซ็นต์กำรสูญหำยของข้อมูลวิธีที่ให้ค่ำ 

MSE ต่ ำที่สุดเกือบทุกสถำนกำรณ์ คือ วิธี  KSEW 
ยกเว้นที่ขนำดตัวอย่ำง 30 เมื่อเปอร์เซ็นต์กำรสูญหำย
ของข้อมูลเป็น 10 % และเมื่อขนำดตัวอย่ำง 50 และ 
100 พบว่ำวิธี SRI มีแนวโน้มให้ค่ำ MSE ต่ ำที่สุดเกือบ
ทุกระดับเปอร์เซ็นต์กำรสูญหำยของข้อมูล ยกเว้นที่
ขนำดตัวอย่ำง 50 เมื่อเปอร์เซ็นต์กำรสูญหำยของ
ข้อมูลเป็น 30 และ 40 % แสดงดังตำรำงที่ 1 และจำก
รูปที่ 1 และ 2 เมื่อขนำดตัวอย่ำงเท่ำกับ 20 และ 30 
ตำมล ำดับ พบว่ำจำกกำรเปรียบเทียบประสิทธิภำพ
ของวิธีกำรประมำณค่ำสูญหำย 6 วิธี เมื่อส่วนเบี่ยง
มำตรฐำนของควำมคลำดเคลื่อนเท่ำกับ 5 พิจำรณำที่
ขนำดตัวอย่ำงเดียวกัน เปอร์เซ็นต์กำรสูญหำยเพิ่มขึ้น 
พบว่ำค่ำ MSE ของวิธีกำรประมำณค่ำสูญหำยทุกวิธีมี
แนวโน้มที่เพิ่มขึ้น เช่น เมื่อพิจำรณำที่ขนำดตัวอย่ำง
เท่ำกับ 20 และ 30 

นอกจำกนี้พบว่ำทุกสถำนกำรณ์ของกำร
เปรียบเทียบค่ำ MSE ของวิธีกำรประมำณค่ำสูญหำย ที่
ทุกค่ำของส่วนเบี่ยงเบนมำตรฐำนของควำมคลำด 
เคลื่อนทุกวิธีกำรประมำณค่ำสูญหำยจะมีแนวโน้มให้
ค่ำ MSE เพิ่มขึ้นเช่นกัน จึงแสดงกรำฟเพียงกรณีค่ำ
ควำมคลำดเคลื่อนเท่ำกับ 5 เท่ำนั้น 

เมื่อส่วนเบี่ยงเบนมำตรฐำนของควำมคลำด 
เคลื่อนเท่ำกับ 10 ขนำดตัวอย่ำงเท่ำกับ 20 และ 30 ที่
ทุกระดับเปอร์เซ็นต์กำรสูญหำยของข้อมูลวิธีที่ให้ค่ำ 
MSE ต่ ำที่สุด เกือบทุกสถำนกำรณ์ คือ วิธี  KSEW 
ยกเว้นที่ขนำดตัวอย่ำง 30 เมื่อเปอร์เซ็นต์กำรสูญหำย
ของข้อมูลเป็น 10 % และเมื่อขนำดตัวอย่ำง 50 และ 
100 พบว่ำวิธี SRI มีแนวโน้มให้ค่ำ MSE ต่ ำที่สุดเกือบ
ทุกระดับเปอร์เซ็นต์กำรสูญหำยของข้อมูล ยกเว้นที่
ขนำดตัวอย่ำง 50 เมื่อเปอร์เซ็นต์กำรสูญหำยของ
ข้อมูลเป็น 30 และ 40 % และที่ขนำดตัวอย่ำง 100 
เมื่อเปอร์เซ็นต์กำรสูญหำยของข้อมูลเป็น 40 % แสดง
ดังตำรำงที่ 2 
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ตารางที่ 1 ค่ำ MSE ของวิธีกำรประมำณค่ำสูญหำย 6 วิธี เมื่อส่วนเบี่ยงเบนมำตรฐำนของควำมคลำดเคลื่อน
เท่ำกับ 5 จ ำแนกตำมขนำดตัวอย่ำง (n) 

 

ขนำดตัวอย่ำง เปอร์เซ็นต์กำรสูญหำย 
วิธีกำรประมำณคำ่สญูหำย 

RI SRI KNN EM KREW KSEW 

20 

10 27.184 26.077 26.809 27.184 26.821 25.995 
20 29.502 27.454 27.888 29.502 28.147 26.572 
30 33.860 30.719 29.921 33.860 30.804 28.415 
40 41.565 36.857 32.487 41.565 34.732 31.358 

30 

10 26.177 25.577 26.096 26.177 26.069 25.615 
20 27.262 26.071 26.872 27.262 26.867 25.957 
30 29.299 27.381 28.191 29.299 28.308 26.870 
40 31.979 29.284 29.593 31.979 30.028 28.088 

50 

10 25.381 25.041 25.388 25.381 25.355 25.096 
20 26.118 25.398 26.058 26.118 26.008 25.484 
30 26.623 25.690 26.473 26.623 26.377 25.634 
40 27.953 26.559 27.416 27.953 27.367 26.319 

100 

10 25.311 25.157 25.327 25.311 25.308 25.191 
20 25.508 25.190 25.531 25.508 25.486 25.251 
30 25.708 25.213 25.755 25.708 25.657 25.290 
40 26.318 25.667 26.321 26.318 26.189 25.701 

หมำยเหตุ : ตัวหนำหมำยถึง MSE ต่ ำที่สุด 

 

 
 

รูปที่ 1 ค่ำ MSE ของวิธีกำรประมำณค่ำสูญหำย 6 วิธี เมื่อส่วนเบี่ยงเบนมำตรฐำนของควำมคลำดเคลือ่นเทำ่กบั 
5 ขนำดตัวอย่ำง (n) เท่ำกับ 20 
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รูปที่ 2 ค่ำ MSE ของวิธีกำรประมำณค่ำสูญหำย 6 วิธี เมื่อส่วนเบี่ยงเบนมำตรฐำนของควำมคลำดเคลือ่นเทำ่กบั 
5 ขนำดตัวอย่ำง (n) เท่ำกับ 30 

 
ตารางที่ 2 ค่ำ MSE ของวิธีกำรประมำณค่ำสูญหำย 6 วิธี เมื่อส่วนเบี่ยงเบนมำตรฐำนของควำมคลำดเคลื่อน

เท่ำกับ 10 จ ำแนกตำมขนำดตัวอย่ำง (n) 
 

ขนำด
ตัวอย่ำง 

เปอร์เซ็นต์กำรสูญหำย 
วิธีกำรประมำณคำ่สญูหำย 

RI SRI KNN EM KREW KSEW 

20 

10 105.719 101.592 103.485 105.719 104.063 101.116 
20 119.549 111.285 111.681 119.549 113.710 107.398 
30 133.323 119.875 116.559 133.323 121.205 111.391 
40 170.495 152.523 127.784 170.495 139.419 126.121 

30 

10 102.939 100.525 102.324 102.939 102.411 100.603 
20 108.882 103.834 106.852 108.882 107.226 103.363 
30 117.198 109.700 111.740 117.198 113.134 107.478 
40 126.079 115.742 114.444 126.079 117.684 110.201 

50 

10 102.235 100.865 102.134 102.235 102.104 101.076 
20 104.004 101.170 103.605 104.004 103.578 101.430 
30 107.606 103.574 106.317 107.606 106.484 103.424 
40 113.356 107.748 109.804 113.356 110.578 106.402 

100 

10 100.647 99.980 100.638 100.647 100.614 100.119 
20 101.665 100.341 101.583 101.665 101.543 100.560 
30 102.568 100.614 102.294 102.568 102.249 100.788 
40 104.367 102.003 103.784 104.367 103.753 101.939 

หมำยเหตุ : ตัวหนำหมำยถึง MSE ต่ ำที่สุด 
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เมื่อส่วนเบี่ยงเบนมำตรฐำนของควำมคลำด 
เคลื่อนเท่ำกับ 15 ขนำดตัวอย่ำงเท่ำกับ 20 และ 30 ที่
ทุกระดับเปอร์เซ็นต์กำรสูญหำยของข้อมูลวิธีที่ให้ค่ำ 
MSE ต่ ำที่สุด เกือบทุกสถำนกำรณ์ คือ วิธี  KSEW 
ยกเว้นที่ขนำดตัวอย่ำง 30 เมื่อเปอร์เซ็นต์กำรสูญหำย
ของข้อมูลเป็น 10 % และเมื่อขนำดตัวอย่ำง 50 และ 

100 พบว่ำวิธี SRI มีแนวโน้มให้ค่ำ MSE ต่ ำที่สุดเกือบ
ทุกระดับเปอร์เซ็นต์กำรสูญหำยของข้อมูล ยกเว้นที่
ขนำดตัวอย่ำง 50 เมื่อเปอร์เซ็นต์กำรสูญหำยของ
ข้อมูลเป็น 30 และ 40 % และที่ขนำดตัวอย่ำง 100 
เมื่อเปอร์เซ็นต์กำรสูญหำยของข้อมูลเป็น 40 % แสดง
ดังตำรำงที่ 3 

 
ตารางที่ 3 ค่ำ MSE ของวิธีกำรประมำณค่ำสูญหำย 6 วิธี เมื่อส่วนเบี่ยงเบนมำตรฐำนของควำมคลำดเคลื่อน

เท่ำกับ 15 จ ำแนกตำมขนำดตัวอย่ำง (n) 
 

ขนำด
ตัวอย่ำง 

เปอร์เซ็นต์กำรสูญหำย 
วิธีกำรประมำณคำ่สญูหำย 

RI SRI KNN EM KREW KSEW 

20 

10 244.429 233.671 239.159 244.429 240.534 232.794 
20 258.718 240.069 245.685 258.718 249.059 234.989 
30 312.619 283.987 268.435 312.619 280.902 259.197 
40 380.349 339.608 287.400 380.349 314.274 284.541 

30 

10 231.945 226.452 230.941 231.945 231.023 226.814 
20 244.619 233.269 240.052 244.619 241.107 232.584 
30 255.764 239.889 243.676 255.764 246.886 234.756 
40 279.541 257.699 255.989 279.541 262.329 245.601 

50 

10 228.549 225.307 228.212 228.549 228.217 225.808 
20 233.735 227.532 232.537 233.735 232.657 228.031 
30 241.515 232.255 238.119 241.515 238.829 231.828 
40 253.242 240.467 245.432 253.242 247.412 238.002 

100 

10 225.074 223.723 225.051 225.074 225.005 223.991 
20 228.331 225.425 228.047 228.331 228.028 225.860 
30 232.164 227.700 231.276 232.164 231.386 228.066 
40 235.084 229.391 233.133 235.084 233.454 229.207 

หมำยเหตุ : ตัวหนำหมำยถึง MSE ต่ ำที่สุด 
 

3.2 วิจารณ์ 
กำรเปรียบเทียบค่ ำ  MSE ของวิธีกำร

ประมำณค่ำสูญหำยทั้ง 6 วิธี พบว่ำเกือบทุกระดับ
เปอร์เซ็นต์กำรสูญหำยของข้อมูล ในกรณีที่ขนำด

ตัวอย่ำงเท่ำกับ 20 และ 30 วิธี KSEW มีแนวโน้มใหค้่ำ 
MSE ต่ ำที่สุด เมื่อขนำดตัวอย่ำงเท่ำกับ 50 และ 100 
พบว่ำวิธี SRI จะมีแนวโน้มให้ค่ำ MSE ต่ ำที่สุด และใน
ทุ กสถำนกำรณ์ วิ ธี สมกำรถดถอย และวิ ธี  EM 
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algorithm มีประสิทธิภำพในกำรประมำณค่ำสูญหำย
ไม่แตกต่ำงกัน ซึ่งสอดคล้องกับงำนวิจัยของวำรุณีและ
เพียงออ [10,11] นอกจำกน้ีวิธีกำรประมำณค่ำสูญหำย
ทั้ง 6 วิธี จะมีประสิทธิภำพในกำรประมำณค่ำสูญหำย
ลดลง เมื่อเปอร์เซ็นต์กำรสูญหำยเพิ่มขึ้นและค่ำส่วน

เบี่ยงเบนมำตรฐำนของควำมคลำดเคลื่อนเพิ่มขึ้น แต่
พบว่ำเมื่อขนำดตัวอย่ำงเพิ่มขึ้นวิธีกำรประมำณค่ำสูญ
หำยทุกวิธีจะมีประสิทธิภำพในกำรประมำณค่ำสูญหำย
เพิ่มขึ้น เมื่อพิจำรณำที่เปอร์เซ็นต์กำรสูญหำยระดับ
เดียวกัน 

 
ตารางที่ 4 วิธีกำรประมำณค่ำสูญหำยที่ให้ค่ำ MSE ต่ ำที่สุดในแต่ละสถำนกำรณ์ของกำรประมำณค่ำสูญหำย

ของตัวแปรตำม 
 

ขนำดตัวอย่ำง เปอร์เซ็นต์กำรสูญหำย 
ส่วนเบี่ยงเบนมำตรฐำนของควำมคลำดเคลื่อนสุ่ม 

5 10 15 

20 

10 KSEW KSEW KSEW 
20 KSEW KSEW KSEW 
30 KSEW KSEW KSEW 
40 KSEW KSEW KSEW 

30 

10 SRI SRI SRI 
20 KSEW KSEW KSEW 
30 KSEW KSEW KSEW 
40 KSEW KSEW KSEW 

50 

10 SRI SRI SRI 
20 SRI SRI SRI 
30 KSEW KSEW KSEW 
40 KSEW KSEW KSEW 

100 

10 SRI SRI SRI 
20 SRI SRI SRI 
30 SRI SRI SRI 
40 SRI KSEW KSEW 

 
4. สรุป 

ในกำรเปรียบเทียบประสิทธิภำพของวิธีกำร
ประมำณค่ำสูญหำย 6 วิธี ส ำหรับกำรวิเครำะห์กำร
ถดถอยเมื่อตัวแปรตำมมีกำรสูญหำยอย่ำงสุ่ม  โดย
พิจำรณำจำกค่ำ MSE พบว่ำทุกค่ำส่วนเบี่ยงเบน

มำตรฐำนของควำมคลำดเคลื่อนที่ขนำดตัวอย่ำง 20 
และ 30 เกือบทุกระดับเปอร์เซ็นต์กำรสูญหำยของตัว
แปรตำม วิธี KSEW มีประสิทธิภำพในกำรประมำณค่ำ
สูญหำยดีที่ สุ ด  ยกเว้นที่ ขนำดตัวอย่ ำ ง  30 เมื่ อ
เปอร์เซ็นต์กำรสูญหำย 10 % วิธี SRI มีประสิทธิภำพ
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ในกำรประมำณค่ำสูญหำยดีกว่ำวิธี KSEW และเมื่อ
ขนำดตัวอย่ำง 50 วิธี SRI มีประสิทธิภำพดีที่สุดเมื่อ
เปอร์เซ็นต์กำรสูญหำยเท่ำกับ 10 และ 20 % และเมื่อ
ขนำดตัวอย่ ำงมีขนำดใหญ่  100 พบว่ำวิ ธี  SRI มี
ประสิทธิภำพดีที่สุดทุกระดับเปอร์เซ็นต์กำรสูญหำย 
แต่เมื่อค่ำส่วนเบี่ยงเบนมำตรฐำนของควำมคลำด 
เคลื่อนเพิ่มขึ้นเป็น 10 และ 15 ที่เปอร์เซ็นต์กำรสูญ
หำยเท่ำกับ 40 % วิธี KSEW จะมีประสิทธิภำพดีกว่ำ
วิธี SRI นอกจำกนี้ยังพบว่ำวิธีกำรประมำณค่ำสูญหำย
ทั้ง 6 วิธี จะมีประสิทธิภำพในกำรประมำณค่ำสูญหำย
ดีขึ้นเมื่อขนำดตัวอย่ำงเพิ่มขึ้นที่เปอร์เซ็นต์กำรสูญหำย
ของตัวแปรตำมเดียวกันและประสิทธิภำพในกำร
ประมำณค่ำสูญหำยลดลงเมื่อเปอร์เซ็นต์กำรสูญหำย
ของตัวแปรตำมและค่ำส่วนเบี่ยงเบนมำตรฐำนของ
ควำมคลำดเคลื่อนเพิ่มขึ้นที่ขนำดตัวอย่ำงเดียวกัน 
รำยละเอียดแสดงดังตำรำงที่ 4 
 

5. ข้อเสนอแนะ 
จำกงำนวิจัยนี้ ผู้วิจัยได้ก ำหนดให้ตัวแปรตำมมี

กำรสูญหำยอย่ำงสุ่ม พบว่ำในกรณีที่มีขนำดตัวอย่ำง
ปำนกลำง (20, 30) ทุกระดับเปอร์เซ็นต์กำรสูญหำย
ของข้อมูล ผู้ศึกษำอำจเลือกใช้วิธี KSEW และโดยส่วน
ใหญ่ที่เกือบทุกระดับเปอร์เซ็นต์กำรสูญหำยของข้อมูล 
อำจเลือกใช้วิธี SRI เมื่อมีขนำดตัวอย่ำงใหญ่ (50, 100)  
ซึ่งจำกงำนวิจัยนี้ผู้ที่สนใจอำจจะศึกษำและเปรียบ 
เทียบวิธีกำรประมำณค่ำสูญหำย ภำยใต้สถำนกำรณ์ 
อื่น ๆ ต่อไป เช่น ศึกษำในกรณีที่สมกำรถดถอยพหุมี
ข้อมูลสูญหำยเกิดขึ้นกับตัวแปรตำมและตัวแปรอิสระ
บำงตัว  
 

6. รายการอ้างอิง 
[1] ไก้รุ่ง เฮงพระพรหม, 2553, กำรเลือกคุณลักษณะ

ส ำหรับกำรพยำกรณ์ค่ำที่ได้ขำดหำยส ำหรับ

ข้อมูลหลำยมิติและกำรประยุกต์ส ำหรับข้อมูลไม
โครอำร์เรย์, วิทยำนิพนธ์ปริญญำเอก, มหำวิทยำ 
ลัยเทคโนโลยีพระจอมเกล้ำพระนครเหนือ , 
กรุงเทพฯ, 107 น. 

[2] จิรกำนต์ นวลละออง, 2552, กำรเปรียบเทียบ
วิธีกำรประมำณค่ำสูญหำยส ำหรับตัวแบบ
พยำกรณ์, วิทยำนิพนธ์ปริญญำโท, มหำวิทยำลัย
เทคโนโลยีพระจอมเกล้ ำพระนคร เหนือ , 
กรุงเทพฯ, 137 น. 

[3] ศศิธร สมพงศ์นวกิจ, 2555, กำรเปรียบเทียบวิธี 
กำรประมำณค่ำสูญหำยแบบร่วม, วิทยำนิพนธ์
ปริญญำโท , มหำวิ ทยำลั ย เกษตรศำสตร์ , 
กรุงเทพฯ, 88 น.  

[4] Bolch, B.W. and Huang, C.J., 1974, 
Multivariate Statistical Method for 
Business and Economics, Prentice-Hall, 
Inc., Englewood Cliffs, NJ, 329 p. 

[5] Chaimongkol, W., 2005,  Three Composite 
Imputation Methods for Item 
Nonresponse Estimation in Sample 
Surveys, Ph.D. Thesis, National Institute of 
Development Administration, Bangkok, 
141 p. 

[6] Jönsson, P. and Wohlin, C.,  2004,  An 
Evaluation of  K-Nearest Neighbor 
Imputation Using Likert Data, pp. 1530-
1435, International Symposium on 
Software Metrics (METRICS’04), Chicago, 
Illinois.   

[7] อุษณีย์ วงศ์อำมำตย์ , 2555, กำรเปรียบเทียบ
วิธีกำรประมำณค่ำสูญหำยแบบนอนอิกนอร์ -    
เรเบิลในกำรวิ เครำะห์กำรถดถอยเส้นพหุ , 
วิทยำนิพนธ์ปริญญำโท,   จุฬำลงกรณ์มหำวิทยำ-  



ปีที่ 25 ฉบบัที ่5 กันยายน - ตุลาคม 2560                                                                  วารสารวิทยาศาสตร์และเทคโนโลย ี

 777 

 ลัย, กรุงเทพฯ, 93 น. 
[8] Little, R.J.A. and Rubin, D.B., 2002, 

Statistical Analysis with Missing Data, 4th 
Ed., John Wiley & Sons, Inc., New York. 

[9] เสำวณิต สุขภำรังษี, 2546, กำรใช้เทคนิคกำร
พยำกรณ์ร่วมด้วยตัวถ่วงน้ ำหนัก, ว.พัฒนำ
เทคนิคศึกษำ 15(16): 60-65. 

[10] วำรุณี ตรีบ ำรุงศักดิ์, 2538, กำรพยำกรณ์ดว้ย 

 วิธีกำรถดถอยเชิงเส้นพหุเมื่อตัวแปรตำมมีค่ำสูญ
หำย, วิทยำนิพนธ์ปริญญำโท, จุฬำลงกรณ์
มหำวิทยำลัย, กรุงเทพฯ, 158 น. 

[11] เพียงออ ยีสำ ,  2551,  กำร เปรียบเทียบวิธี
ประมำณค่ำสูญหำยในกำรวิเครำะห์กำรถดถอย
เชิงเส้น, วิทยำนิพนธ์ปริญญำโท, จุฬำลงกรณ์
มหำวิทยำลัย, กรุงเทพฯ, 106 น. 

 
 


