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บทคัดย่อ 
งานวิจัยฉบับนี้มีวัตถุประสงค์เพื่อศึกษาและเปรียบเทียบวิธีการวิเคราะห์ความส าคัญของกลุ่มยีนและการ

ถดถอยลอจิสติกทวิภาค ในการหาค่าพี (p-value) ของแต่ละกลุ่มยีน โดยค านึงถึงความสัมพันธ์และการท างาน
ร่วมกันเป็นกลุ่มของยีน โดยการศึกษานี้จะเปรียบเทียบประสิทธิภาพ จากการวิเคราะห์ข้อมูลจ าลองทั้งในกรณีที่
ข้อมูลมีขนาดตัวอย่างมากกว่าจ านวนของยีนหรือตัวแปรอิสระ และกรณีที่ข้อมูลมีขนาดตัวอย่างน้อยกว่าจ านวนของ
ตัวแปรอิสระ หรือที่เรียกว่าข้อมูลที่มีมิติสูง ในขอบเขตการศึกษาต่าง ๆ กัน ในงานวิจัยนี้จะเปรียบเทียบค่าอัตรา
ความผิดพลาดรวม และก าลังการทดสอบเพื่อวัดประสิทธิภาพจากวิธีทั้งสอง จากการศึกษาภายใต้ขอบเขตดังกล่าว
ผลปรากฏว่าวิธีการถดถอยลอจิสติกทวิภาค มีก าลังการทดสอบ (เฉลี่ย) สูงในกรณีขนาดตัวอย่างมากกว่าจ านวนของ
ตัวแปรอิสระ ในขณะที่วิธีการวิเคราะห์ความส าคัญของกลุ่มยีนมีก าลังการทดสอบ (เฉลี่ย) สูงในกรณีขนาดตัวอย่าง
น้อยกว่าจ านวนของตัวแปรอิสระ แต่เมื่อพิจารณาถึงการวัดประสิทธิภาพจากค่าอัตราความผิดพลาดรวม พบว่า
วิธีการวิเคราะห์ความส าคัญของกลุ่มยีนมีค่าต่ าส าหรับกรณีขนาดตัวอย่างมากกว่าจ านวนของตัวแปรอิสระ ในขณะที่
วิธีการถดถอยลอจิสติกทวิภาคมีค่าต่ าส าหรับกรณีขนาดตัวอย่างน้อยกว่าจ านวนของตัวแปรอิสระ 

 

ค าส าคัญ : การวิเคราะห์ความส าคัญของกลุ่มยีน; การถดถอยลอจิสติกทวิภาค; วิธีแลสโซ่; อัตราความผิดพลาดรวม; 
ก าลังการทดสอบ 
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Abstract 
This research is aimed to study and compare gene set enrichment analysis method and 

binary logistic regression in finding p-values of each gene set. Here we consider the relationship and 
collaboration among genes in each gene set. In this study, the performance of two methods  are 
compared using simulated data in two cases: (i) sample size is larger than the number of genes or 
independent variables (ii) sample size is smaller than the number of independent variables which 
is called high-dimensional data. The performance of two methods are compared in terms of the 
family wise error rate and the power of a test. Results from simulation suggest that the binary 
logistic regression has larger average power of a test than the gene set enrichment analysis when 
sample size is larger than the number of independent variables while the gene set enrichment 
analysis has larger average power of a test when the data is high-dimensional. However, in terms 
of family-wise error rate, the gene set enrichment analysis is better than the binary logistic regression 
in case of low-dimensional data while the binary logistic regression is superior in case of high-
dimensional data.   

 

Keywords: GSEA; binary logistic regression; LASSO; FWER; power of a test 
 
1. บทน า 

ในยุคปัจจุบันนี้ ได้มีการน าความรู้ทางศาสตร์
วิชาสถิติมาช่วยในการจัดการและวิเคราะห์ข้อมูล    
ต่าง ๆ กันอย่างกว้างขวาง โดยเฉพาะอย่างยิ่งทางด้าน
การแพทย์ ซึ่งส่วนใหญ่จะเป็นการศึกษาเกี่ยวกับยีน
ของสิ่งมีชีวิตกับลักษณะที่ปรากฏหรือแสดงออกมา
ภายนอกที่เรียกว่าฟีโนไทป์ (phenotype) ซึ่งลักษณะ
ของฟีโนไทป์ที่แสดงออกมาส่วนใหญ่จะเป็นลักษณะ
ของการแบ่งพวกออกเป็น  2 กลุ่ม ได้แก่ เป็นโรคกับไม่
เป็นโรค หรือสูงกับไม่สูง เป็นต้น โดยยีน (gene) ส่วน
ใหญ่ในสิ่งมีชีวิตมักจะมีความสัมพันธ์กันและท างาน
ร่วมกันซึ่งสามารถรวมกลุ่มของยีนที่มีความสัมพันธ์กัน 
เรียกว่ากลุ่มยีน (gene set) โดยศึกษาความสัมพันธ์
ระหว่างยีนกับฟีโนไทป์นั้น นักชีววิทยาส่วนใหญ่ไม่
ต้องการดูความสัมพันธ์ของยีนแต่ละตัวกับฟีโนไทป์ที่
ต้องการศึกษา แต่ต้องการศึกษาภาพรวมของทั้งกลุ่ม
ของยีนมากกว่าว่ามีความเกี่ยวข้องกับลักษณะฟีโนไทป์ 

ที่สนใจหรือไม่ 
มีงานวิจัยหนึ่งได้เสนอวิธีการส าหรับศึกษา

ความสัมพันธ์ระหว่างกลุ่มยีนในแต่ละกลุ่มกับลักษณะ
ของฟีโนไทป์ที่สนใจด้วยวิธีการวิเคราะห์ความส าคัญ
ของกลุ่มยีน (gene set enrichment analysis, GSEA) 
[5] โดยส าหรับการหาความสัมพันธ์ที่ เกิดขึ้นนี้จะ
เริ่มต้นพิจารณาจากการวิเคราะห์หาความสัมพันธ์ของ
ยีนแต่ละยีนกับลักษณะของฟีโนไทป์ก่อน [7] ซึ่งเป็น
การวิเคราะห์แบบตัวแปรเดียว (univariate analysis) 
หลังจากนั้นถึงน าค่าของระดับความสัมพันธ์ที่ค านวณ
ได้ในตอนแรกนี้มาใช้พิจารณาหาค่าพี (p-value) 
ส าหรับแต่ละกลุ่มของยีนที่มีความสัมพันธ์กันในแต่ละ
กลุ่มว่ามีนัยส าคัญทางสถิติหรอืไมต่่อไป กล่าวคือ ถ้าค่า
พีที่ได้มีนัยส าคัญทางสถิติ นั่นคือ มีจ านวนยีนเป็น
จ านวนมากในกลุ่มของยีนที่มีผลต่อลักษณะของฟีโน
ไทป์ที่สนใจน่ันเอง  

จากวิธีในการศึกษาข้างต้นนั้น   จะเห็นได้ว่าใน 
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ขั้นตอนการวิ เคราะห์ของวิธี  GSEA นั้น เป็นการ
วิเคราะห์แบบตัวแปรเดียว คือ ไม่ได้สนใจว่ายีนท างาน
ร่วมกันเป็นกลุ่ม ทั้ง ๆ ที่ความเป็นจริงแล้วในการ
ท างานของยีนส่วนมากจะท าร่วมกันเป็นกลุ่ม มากกว่า
ที่จะท างานแยกกันแบบเดี่ยว ๆ และนอกจากนี้ยังเป็น
การศึกษาหาสาเหตุความสัมพันธ์ของกลุ่มยีนส าหรับใน
แต่ละกลุ่มเท่านั้นกับลักษณะของฟีโนไทป์ที่สนใจ 
กล่าวคือ เป็นการศึกษาแยกกันส าหรับแต่ละกลุ่มของ
ยีน ทั้งนี้ เพราะให้แค่เพียงความส าคัญของยีนที่มี
ความสัมพันธ์กันในแต่ละกลุ่มของยีนเท่านั้น โดยไม่ได้
ค านึงถึงความสัมพันธ์นอกกลุ่มของแต่ละกลุ่มของยีนที่
อาจเกิดขึ้นได้นั่นเอง ซึ่งในความเป็นจริงแล้วควรที่จะ
ศึกษากลุ่มของยีนในแต่ละกลุ่มพร้อม ๆ กัน มากกว่าที่
จะศึกษาทีละกลุ่มของยีนแยกกัน 

วิธีการหนึ่ งที่ผู้ วิจัย เสนอเพื่อศึกษาความ 
สัมพันธ์ระหว่างกลุ่มของยีนในแต่ละกลุ่มพร้อม ๆ กัน
กับลักษณะของฟีโนไทป์ท่ีสนใจ โดยที่ให้ความสนใจกับ
การท างานร่วมกันของยีนเป็นกลุ่มด้วย คือ การถดถอย
ลอจิสติกทวิภาค (binary logistic regression) [1] 
ทั้งนี้เนื่องจากข้อมูลของตัวแปรตาม (ลักษณะของฟีโน-
ไทป์ที่สนใจ) เป็นตัวแปรจ าแนกประเภท (categorical 
variable) และแบ่งออกเป็นข้อมูลทวิภาคได้เป็น 2 
ประเภท (dichotomous data or binary data) และ
ส าหรับข้อมูลของตัวแปรอิสระ (กลุ่มของยีน) เป็นตัว
แปรเชิงปริมาณ (เนื่องจากข้อมูลกลุ่มของยีนนั้น
สามารถแสดงออกมาในรูปของการแสดงออกของยีน 
(gene expression) ซึ่งการแสดงออกของยีนสามารถ
ถอดรหัสออกมาเป็นค่าตัวเลขได้โดยใช้เครื่องมือทาง
อณชีูววิทยา (molecular biology) โดยการตรวจสอบ
จ านวนโมเลกุลของ mRNA ซึ่งสามารถที่จะวิเคราะห์
ด้วยการถดถอยลอจิสติกทวิภาคได้ นอกจากนี้ในการ
วิเคราะห์การถดถอยลอจิสติกทวิภาคนี้จะสามารถ
ศึกษากลุ่มของยีนในแต่ละกลุ่มพร้อม ๆ กันได้ จึงน่าจะ

มีความเหมาะสมมากกว่าวิ ธี  GSEA ส าหรับการ
วิเคราะห์การถดถอยลอจิสติกทวิภาคนี้โดยทั่วไปแล้ว
จะสามารถวิเคราะห์ได้ก็ต่อเมื่อขนาดตัวอย่างมากกว่า

จ านวนของตัวแปรอิสระที่ศึกษา  n p  เท่านั้น 
ในความเป็นจริงแล้วยีนของสิ่งมีชีวิตนั้นมีอยู่

เป็นจ านวนมาก และอาจมีจ านวนที่มากกว่าขนาด
ตัวอย่างอีกด้วย กล่าวคือ ขนาดตัวอย่างนั้นน้อยกว่า

จ านวนของตัวแปรอิสระที่ศึกษา  n p  โดยข้อมูล
ในลักษณะนี้ เ รา เรี ยกว่ าข้อมู ลที่ มีมิติ สู ง  ( high-
dimensional data) ซึ่งจากสาเหตุข้างต้นนี้เองจะเห็น
ได้ว่าการวิเคราะห์ด้วยการถดถอยลอจิสติกทวิภาค
แบบปกติดั้งเดิมนั้นไม่สามารถท าได้ ดังนั้นวิธีการหนึ่ง
ที่ได้รับความนิยมส าหรับจัดการและวิเคราะห์ข้อมูลที่มี
มิติสูง คือ วิธีการถดถอย penalized (penalized 
regression) โดยวิธี LASSO [4,11] ซึ่งจะท าให้สามารถ
เลือกตัวแปรอิสระเข้าสู่ตัวแบบ และประมาณค่าของ
สัมประสิทธิ์    ของตัวแปรอิสระได้ โดยจะน าตัว
แปรอิสระที่ถูกเลือกเข้านั้นมาวิเคราะห์ต่อด้วยการ
ถดถอยลอจิสติกทวิภาคแบบปกติดั้งเดิมต่อไป เพื่อหา
ความสัมพันธ์ระหว่างกลุ่มของยีนในแต่ละกลุ่มพร้อม ๆ 
กันกับลักษณะของฟีโนไทป์ท่ีสนใจ โดยที่อยู่บนพ้ืนฐาน
ที่ว่ายีนมีการท างานร่วมกันเป็นกลุ่ม 

Subramanian และคณะ [5] ได้ศึกษาเพื่อ
แสดงถึงประสิทธิภาพของวิธี GSEA โดยใช้ข้อมูลที่
เกี่ยวข้องกับผู้ป่วยโรคมะเร็ง (มะเร็งเม็ดเลือดขาวและ
มะเร็งปอด) มาวิเคราะห์ สรุปได้ว่าพบนัยส าคัญทาง
สถิติของกลุ่มของยีนในทุก ๆ ชุดข้อมูล นอกจากนี้  
Abatangelo และคณะ [10] ได้ศึกษาเปรียบเทียบวิธี
ในการวิเคราะห์ความสัมพันธ์ในข้อมูลการแสดงออก
ของยีนโดยดูกลุ่มของยีนเป็นหลักใน 4 วิธี ได้แก่  
Fisher's exact test, GSEA, RS (random-set) แ ล ะ 
GLAPA (gene list analysis with prediction 
accuracy) สรุปได้ว่าในแต่ละวิธีค่อนข้างให้ผลที่มี
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ความแตกต่างกันและวิธี GSEA จะมีความคงเส้นคงวา 
(consistent) มากที่สุด 

Yusuff และคณะ [9] ได้น าตัวแบบการถดถอย
ลอจิสติกทวิภาคไปใช้ศึกษาเกี่ยวกับโรคมะเร็งเต้านมใน 
4 ปัจจัย โดยใช้ข้อมูลที่เก็บได้จากแบบสอบถามของ
คนไข้จ านวน 130 ชุด สรุปได้ว่าพบนัยส าคัญทางสถิติ
ของทั้ง 4 ปัจจัย นอกจากนี้ Mount และคณะ [8] ได้
น าตัวแบบการถดถอยลอจิสติกทวิภาคไปใช้ศึกษา
เกี่ยวกับการปรับปรุงการการพยากรณ์ของข้อมูลการ
แสดงออกของยีน สรุปได้ว่า  B cell-related gene 
เป็นปัจจัยที่ส าคัญที่สุดในการก าหนดหรือท านายผล
ของคนไข้ 

ในการศึกษาครั้งนี้ ผู้วิจัยมีความสนใจในการ
เปรียบเทียบวิธีการศึกษาความสัมพันธ์ระหว่างกลุ่ม
ของยีนและฟีโนไทป์ทวิภาคระหว่างวิธีการวิเคราะห์
ความส าคัญของกลุ่มยีนและการถดถอยลอจิสติก
ทวิภาค โดยจะหาค่าพีจากแต่ละวิธี และน าค่าพีที่ได้นี้
มาใช้ในการหาค่าอัตราความผิดพลาดรวม (family 
wise error rate, FWER) แ ล ะ ก า ลั ง ก า รทดสอบ 
(power of a test) เพื่อเปรียบเทียบว่าวิธีการใดใน 2 
วิธี ข้างต้นที่มีประสิทธิภาพและมีความเหมาะสมใน
การศึกษาเรื่องนี้มากท่ีสุด 
 

2. วิธีการวิจัย 
2.1 ศึกษาค้นคว้าเอกสาร ทฤษฎี และกรอบ

แนวคิดที่เกี่ยวข้อง 
2.1.1 การวิเคราะหค์วามส าคัญของกลุ่มยีน 

(gene set enrichment analysis, GSEA) [5] 
เป็นวิธีที่ได้รับความนิยมซึ่งใช้ส าหรับ

วิ เคราะห์นัยส าคัญทางสถิติของกลุ่มยีนที่มีความ 
สัมพันธ์กัน ซึ่งความสัมพันธ์จะสอดคล้องตามลักษณะ
ของความแตกต่างระหว่างลักษณะ 2 ลักษณะ ที่สนใจ 
เช่น ฟีโนไทป์ โดยความสัมพันธ์ของกลุ่มของยีนในที่นี้

อาจเป็นความสัมพันธ์ในลักษณะของการเช่ือมโยงทาง
ชีวภาพที่มีตั้งแต่เริ่มต้น (prior biological pathway) 
หรือการแสดงออกร่วมของยีน (co-expression) ใน
การทดลองก่อนหน้า เป็นต้น โดยมีขั้นตอนในการ
วิเคราะห์ 6 ขั้นตอน ดังนี ้

(1) เตรียมข้อมูลของยีนทั้งหมด p  ยีน 
โดยแต่ละยีนประกอบไปด้วยข้อมูลตัวอย่าง (sample) 
ทั้งหมด n  ตัวอย่าง โดยแสดงได้ในรูปของ gene 
expression matrix ดังรูปที่ 1 
 

 

 
 

Samples 
 

1  2   n  
Ge

ne
s 

1  11x  
21x   1nx  

2  12x  
22x   2nx  

         
p  px1  px2   npx  

 

รูปที่ 1 ลักษณะข้อมูลของยีนในรูปของ gene 
expression matrix 

 

และแบ่งกลุม่ยีนส าหรับยีนท่ีมีความสัมพันธ์กัน เรยีกว่า
กลุ่มยีน (gene set) ซึ่งแทนด้วยสญัลักษณ์ S  ตัวอย่าง 

เช่น Gene set 1  
1

S   
1 2
, , ,

k
x x x  

(2) ค านวณหาค่าสหสัมพันธ์ระหว่าง
ยีนแต่ละยีนท้ังหมด p  ยีนที่แบ่งตามลักษณะของ     ฟี
โนไทป์ที่สนใจ ซึ่งในท่ีนี้ก าหนดให้มีแค่เพียง 2 ลักษณะ 
นั่นคือ 0 กับ 1 กล่าวคือ เป็นการหาค่าความ สัมพันธ์
ระหว่างตัวแปรตาม  y  ที่มีค่าได้เพียง 2 ค่าเท่านั้น
กับตัวแปรอิสระ  x   ซึ่งเป็นตัวแปรเชิงปริมาณ 
(interval or ratio) ดังนั้นค่าสหสัมพันธ์ในที่นี้  คือ 

point biserial correlation  
pb

r  [7] 

โดยที ่ 1 0

1 0pb

x

x x
r p p

s


         (1) 
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และ 1 1
pb

r    เมื่อ 1
x  และ 0

x  แทนค่าเฉลี่ย
ของตัวแปรเชิงปริมาณ ในกลุ่มของลักษณะที่เป็น 1 

และ 0 ตามล าดับ; 1
p  และ 0

p  ค่าสัดส่วนของข้อมูล
ตัวอย่างในกลุ่มของลักษณะที่เป็น 1 และ 0 ตามล าดับ 

(โดย 1

1

n
p

n
  และ 0

0

n
p

n
   เมื่อ  0 1

n n n   

แทนจ านวนตัวแปรทั้งหมด); x
s  แทนส่วนเบี่ยงเบน

มาตรฐานของตัวแปรเชิงปริมาณทั้งหมด (ทั้ง 2 กลุ่ม) 
(3) เรียงล าดับยีนทั้ง p  ยีน ตามค่า

สัมบูรณ์ของ point biserial correlation :
pb

r  โดย

เรียงจากค่า 
pb

r  ที่มากที่สุดไปยังค่า 
pb

r  ที่น้อย
ที่สุด จะได้เซตของล าดับยีน (rank list) ซึ่งแทนด้วย

สัญลักษณ์ L  นั่นคือ  
1 2
, , ,

p
L x x x  โดยที่   

 
pb j j

r x r  เ มื่ อ   
pb j

r x  แ ทน  ค่ า ข อ ง  point 

biserial correlation  ข อ ง  
j

x  ซึ่ ง เ ขี ย น ใ น รู ป

แบบอย่างง่าย คือ 
j

r  
(4) ค านวณหาค่า enrichment score 

(ES) ของแต่ละเซตของยีน  : ; 1, 2, , ,
i

ES S i t


    

โดยก าหนดให้   ,

j

i

j

hit

g S
j

j i
g S

r
P S i

r













 (2)  

และ  
 

1
,

j

miss

g S s

j i

P S i
p p






   (3) 

โดยที่   แทนการถ่วงน้ าหนักของยีนในกลุ่มของยีน
กับฟีโนไทป์; p  แทนจ านวนของยีนทั้งหมด; 

s
p  แทน  

จ านวนของยีนในกลุ่มของยีน  
จะได้ว่า         max , , ,

i hit miss
ES S ES S i P S i P S i


    (4) 

ส าหรับ 1, 2, , ,i t  
(5) เรียงสับเปลี่ยน (permutation) ใน

ส่วนของค่าแสดงลักษณะของฟีโนไทป์   0, 1  ทั้ง
หมดแล้วกลับไปเริ่มท าในขั้นตอนที่ 2 ถึงขั้นตอนที่ 5 
ใหม่ โดยท าท้ังหมด m  ครั้ง โดยที่ครั้งท่ีเรียงสับเปลีย่น 

 
 

l

i
ES S  ส าหรับ 1       1

i
ES S ; ส าหรับ 2 

      2

i
ES S ; … ; ส าหรับ m       m

i
ES S  

ส าหรับทุก 1, 2, , ,i t  และ 1, 2, , ,l m  
(6) ค านวณหาค่าพี  

i
p value  

ส าหรับแต่ละกลุ่มของยีน  
i

S  ทุก 1, 2, , ,i t     
โดยที ่ 

ส า ห รั บ    0
i

ES S


   จ ะ ไ ด้ ว่ า 

i
p value   

  จ านวนของ 
    ii

l SESSES 

m
  

บางค่า 1, 2, , ,l m                                           (5) 

ส า ห รั บ    0
i

ES S


   จ ะ ไ ด้ ว่ า
 

i
p value    

จ านวนของ  
    ii

l SESSES 

m
  

บางค่า 1, 2, , ,l m                                           (6) 
2.1.2 การวิเคราะห์การถดถอยลอจิสติก 

(logistic regression analysis) 
เป็นการวิเคราะห์ที่มีวัตถุประสงค์เพื่อ

ประมาณหรือท านายโอกาสที่จะเกิดเหตุการณ์ที่สนใจ  
โดยที่ตัวแปรตามจะเป็นตัวแปรจ าแนกประเภท 
(categorical variable) และอาจแบ่งออกได้เป็นข้อมลู
ทวิภาค (dichotomous data) ซึ่งก็คือข้อมูล 2 กลุ่ม 
หรือมากกว่า 2 กลุ่ม ส าหรับการวิเคราะห์การถดถอย
ลอจิสติกกรณีที่ตัวแปรตามแบ่งออกเป็น 2 กลุ่ม จะ
เรียกว่าการวิเคราะห์การถดถอยลอจิสติกทวิภาค 
(binary logistic regression) โดยส าหรับการทดสอบ
สมมุติฐานที่ ใ ช้ในการศึกษาครั้งนี้คือการทดสอบ
อัตราส่วนภาวะน่าจะเป็น (likelihood ratio test, 
LRT) ซึ่งเป็นการทดสอบสมมุติฐานทางสถิติของตัว
แบบที่มีค่าสัมประสิทธิ์ที่ได้จากการประมาณค่าของ
พารามิเตอร์ 

0 1
, , ,

p
    เทียบกับตัวแบบท่ีไม่มีค่า

สัมประสิทธ์ิว่า  มีความแตกต่างกันอย่างมีนัยส าคัญทาง 
ทางสถิติหรือไม่ 
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โดยมสีมมุติฐาน คือ 

0 1 2
: 0

k
H        

; 1 k p   
:

a
H  มีอย่างน้อย 1 ค่าที่  0

k
   

; 1, 2, ,k p   
ตัวสถิติส าหรับทดสอบสมมุติฐาน คือ 

20

0 1

1

2 log 2 log 2 log ~
k

LRT     
 
 
 

 (7) 

เมื่อ 
0
 คือ ค่าที่มากที่สุดของฟังก์ชันภาวะน่าจะเป็น 

(likelihood function) ภายใต้ 
0

H  หรือตัวแบบลด

รูป (reduced model); 
1
 คือ  ค่ าที่ มากที่ สุดของ

ฟังก์ชันภาวะน่าจะเป็น (likelihood function) ภายใต้
ตัวแบบเต็ม (full model) 

2.1.3 วิธีการถดถอย penalized (pena-
lized regression)  

เป็นวิธีที่ค่อนข้างเป็นที่นิยมใช้กันอย่าง
แพร่หลายส าหรับการศึกษาข้อมูลที่มีมิติสูงโดยในการ
ประมาณค่าสัมประสิทธิ์ของตัวแปรอิสระ จะหาได้จาก
การหาค่า ̂  ที่ท าให้ฟังก์ชันเป้าหมาย มีค่าต่ าสุด โดย 

 

 
2

1

ˆ arg min ; 1, 2, ,

p

i ij j

j

y x P i n
 

  


                       (8) 

 

เมื่อ  P


  คือ ฟังก์ชัน penalty (penalty 
function) และ   คือ พารามิเตอรท์ี่มีการปรับคา่แล้ว 
(tuning parameter) ซึ่ง 0   

จะเห็นได้ว่าส าหรับการหาค่า ̂  
ส าหรั บวิ ธี ก า รถดถอย  penalized จะมี ฟั งก์ ชั น 
penalty เพิ่ มขึ้นมาอีกพจน์หนึ่ ง  ส าหรับค่ าของ
พารามิเตอร์ที่มีการปรับค่าแล้ว โดยทั่วไปจะใช้วิธี 
cross-validation ในการหาค่าที่ เหมาะสมส าหรับ
ข้อมูลที่ต้องการวิเคราะห์ ทั้งนี้หากเราเลือกฟังก์ชัน 
penalty ที่เหมาะสมแล้วก็จะท าให้สมการข้างต้นนั้น
สามารถคัดกรองตัวแปรเข้าในตัวแบบได้อีกด้วย 
กล่าวคือฟังก์ชัน penalty นั้นจะท าให้สัมประสิทธ์ิบาง 

ตัวในการประมาณค่ามีค่าเท่ากับศูนย์นั่นเอง 
ฟั ง ก์ ชั น  penalty ข อ ง วิ ธี  LASSO 

(least absolute shrinkage and selection 
operator) น าเสนอโดย Tibshirani (1996) ซึ่งมีวัตถุ 
ประสงค์เพื่อใช้เป็นทั้งวิธีที่สามารถเลือกตัวแปรเข้าสู่ตัว
แบบและประมาณค่าสัมประสิทธิ์ของตัวแปรอิสระ 
   โดยวิธีนี้จะใช้ 

1
norm  ในการปรับค่าด้วยวิธี

ก าลังสองน้อยที่สุด ซึ่งมีฟังก์ชัน penalty ดังนี ้

 
1

p

j

j

P

  



                        (9) 

ซึ่งค่า ̂  หาได้จาก 

 
2

1 1

ˆ arg min ; 1, 2, ,

p p

Lasso i ij j j

j j

y x i n


   
 

                                                (10) 

 

โดยตัวประมาณที่ได้จากวิธี LASSO จะ
มีค่า ̂  ส่วนใหญ่เป็นศูนย์ และมีค่า ̂  บางส่วนไม่
เท่ากับศูนย์ (sparse estimator) ดังนั้นวิธี LASSO จึง
เป็นวิธีที่สามารถเลือกตัวแปรเข้าได้โดยอัตโนมัติ (ตัว
แปรที่  ˆ 0  ) นั่นเอง นอกจากนี้แล้วการใ ช้วิ ธี  

LASSO ในการวิเคราะห์ข้อมูลที่มีมิติสูงยังมีข้อจ ากัด
อยู่ กล่าวคือ วิธี LASSO สามารถเลือกตัวแปรอิสระเขา้
ได้มากที่สุดจ านวน n  ตัว ซึ่งถ้าข้อมูลในการวิเคราะห์
ของเรามีจ านวนตัวแปรอิสระมากกว่าขนาดตัวอย่าง
เป็นจ านวนมาก ท าให้วิธี LASSO อาจไม่ค่อยเหมาะสม
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ที่จะใช้ในการวิเคราะห์ และส าหรับกรณีที่ตัวแปรอิสระ
มีความสัมพันธ์กันสูง วิธี LASSO มีแนวโน้มที่จะเลือก
ตัวแปรเพียงตัวเดียวจากกลุ่มของตัวแปรอิสระมี
ความสัมพันธ์กันสูงเข้าตัวแบบ โดยไม่สนใจว่าจะเป็น
ตัวแปรใดในกลุ่ม โดยวิธี LASSO จะมีประสิทธิภาพสูง
ในการพยากรณ์ เมื่อตัวแบบจริงมีจ านวนของตัวแปร
อิสระไม่มากนักที่มีความสัมพันธ์กับตัวแปรตามและ
ขนาดของ ̂  ที่ไม่เท่ากับศูนย์มีขนาดใหญ่ [4] 

2.2 ก าหนดการจ าลองข้อมูล 
2.2.1 ก าหนดค่าเริ่มต้นและรูปแบบของตัว

แบบที่ใช้จ าลองข้อมูล โดยจะสร้างข้อมูลที่มีจ านวน
ของขนาดตัวอย่าง n  ค่า และพารามิเตอร์จ านวน p  
ตัว ดัง 2 กรณีต่อไปนี ้

(1) กรณีขนาดตัวอย่างมากกว่าจ านวน
ของตัวแปรอิสระ  100, 30n p   

(2) กรณีขนาดตัวอย่างน้อยกว่าจ านวน
ของตัวแปรอิสระ  100, 300n p     

2.2.2 ก าหนดค่าสัมประสิทธ์ิ    ของตัว
แปรอิสระ โดยแบ่งเป็น 2 กรณีศึกษา ดังนี้ 

( 1 )  กรณีที่  1 : ยี นทุกตั ว ในกลุ่ มมี
ความสัมพันธ์กับฟี โนไทป์ทั้ งหมดโดยก าหนดค่า
สัมประสิทธ์ิของตัวแปรอิสระมคี่าเปน็ 1 ส าหรับ 10 ตัว
แปรอิสระ ในกลุ่มของ  

1
1Gene set S  5 ตัวแปร

อิ ส ร ะ   
1 2 3 4 5
, , , , ,      

2
2Gene set S   5 

ตัวแปรอิสระ  
6 7 8 9 10
, , , ,      และของตัวแปร

อิสระที่เหลือมีค่าเป็น 0 
(2 กรณีที่  2 : มียีนบางตัวในกลุ่มมี

ความสัมพันธ์ กับฟี โนไทป์ที่ ต้ อ งการศึ กษาโดย 
ก าหนดค่าสัมประสิทธิ์ของตัวแปรอิสระมีค่าเป็น 1 
ส า ห รั บ  10 ตั ว แ ป ร อิ ส ร ะ  ใ น ก ลุ่ ม ข อ ง 

 
1

1Gene set S  4 ตัวแปรอิสระ  
1 2 3 4
, , , ,     

 
2

2Gene set S  3 ตัวแปรอิสระ  
6 7 8
, , ,    

 
3

3Gene set S  3 ตัวแปรอิสระ  
11 12 13

, ,     

และของตัวแปรอิสระที่เหลือมีค่าเป็น 0 
2.2.3 ก า หนดกลุ่ ม ตั ว แปรอิ ส ร ะต าม

ลักษณะความสัมพันธ์ของยีน ; 1, 2, ,
5

i

p
S i 
  
  
  

 

ดังนี้    
1 1 2 5

1 , , ,Gene set S x x x , 
   

2 6 7 10
2 , , ,Gene set S x x x , …, 

       4 3
5 5 5 5

, , ,
5

p p p p

p
Gene set S x x x

 


    

    
     

  

*ส าหรับขอบเขตงานวิจัยนี้ได้ก าหนดให้แต่ละกลุ่มของ
ยีนประกอบด้วยยีนทั้งหมด 5 ยีน ในทุก ๆ กลุ่มยีน 

2.3 จ าลองข้อมูลจากค่าเร่ิมต้นที่ก าหนด  
2.3.1 จ าลองข้อมูลตัวแปรอิสระดังต่อไปนี้ 

(1) ตัวแปรอิสระมีการแจกแจงแบบ
ป ก ติ ม า ต ร ฐ า น ห ล า ย ตั ว แ ป ร  :  ~ 0,

i p
x N I

; 1, 2, ,i p  
(2) ตัวแปรอิสระมีการแจกแจงแบบ

ปกติหลายตัวแปร โดยมีเวกเตอร์ค่าเฉลี่ยเป็นเวกเตอร์

ศูนย์และเมทริกซ์ความแปรปรวนร่วม  p p  :
 
 

 ~ 0,
i p

x N   ; 1, 2, ,i p  
โดยที ่ 

5 5

5 5

1

1
0

1

1

1
0

1

 

 

 

 

 

 





 

  
  
  
  
  
  
 
 

  
  
  
  
  
  

 

( โ ดยก าหนดสหสั มพันธ์ ร ะหว่ า งตั วแปรอิสระ  
0.5  ) 

2.3.2 จ าลองข้อมูลตัวแปรตามที่มีการแจก
แจงแบบแบร์ นูลลี  :  ~

i i
y Bernoulli   ส าหรับ 

1, 2, ,i n  โดยที่  1

1

exp( )

1 exp( )

p

ij j
j

i p

ij j
j

x

x















   
และ 

0 1
i

   
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2.4 น าข้อมูลที่ได้จากการจ าลองมาวิเคราะห์
ตามขั้นตอนต่อไปนี้ ส าหรับแต่ละกรณีที่ศึกษา 

2.4.1 กรณีขนาดตัวอย่างมากกว่าจ านวน
ของตัวแปรอิสระ  100, 30n p   

(1) ใช้วิธีการดังต่อไปนี้ ในขั้นตอนการ
ค านวณหาค่าพีของแต่ละกลุ่มของยีน 

 (1.1) วิ ธี ก า ร ถดถอยล อจิ ส ติ ก
ทวิภาค 

(1.2) วิธี GSEA 
2.4.2 กรณีขนาดตัวอย่างน้อยกว่าจ านวน

ของตัวแปรอิสระ  100, 300n p   
(1) ใช้วิธี LASSO ในการคัดเลือกตัว

แปรอิสระเข้าสู่ตัวแบบ (เฉพาะส าหรับวิธีการถดถอย
ลอจิสติกทวิภาค) โดยเลือกทั้ งกลุ่มของยีนที่ ได้
ค่าประมาณสัมประสิทธิ์ของตัวแปรอิสระที่ไม่เท่ากับ
ศูนย์อย่างน้อย 1 ตัว 

(2) ใช้วิธีการดังต่อไปนี้ ในขั้นตอนการ
ค านวณหาค่าพีของแต่ละเซตของยีน 

(2.1) วิธีการถดถอยลอจิสติก 
ทวิ ภ าค  (ส าหรั บกลุ่ ม ของยี นที่ ไ ด้ ค่ าประมาณ
สัมประสิทธ์ิของตัวแปรอิสระเท่ากับศูนย์ทุกตัวจะถือว่า
ค่าพีของกลุ่มยีนนั้น ๆ มีค่าเป็น 1) 

(2.2) วิธี GSEA   
2.5 เปรียบเทียบประสิทธิภาพของวิธีการ 

ศึกษาความสัมพันธ์ของกลุ่มของยีนและฟีโนไทป์
ทวิภาค 

โดยใช้ค่าอัตราความผิดพลาดรวมและ
ก าลังการทดสอบเป็นเกณฑ์ในการพิจารณาเปรียบ 
เทียบ 

2.5.1 อัตราความผิดพลาดรวม ( family 
wise error rate, FWER) 

เป็นโอกาสของการกระท าความผิด 
พลาดแบบที่ 1 (type I error,  ) อย่างน้อยหนึ่งครั้ง
ของชุดการเปรียบเทียบ หรือเป็นโอกาสของชุดการ
เปรียบเทียบ (set or family of contrasts) จ านวน  1 
ชุด จะมีการตัดสินใจผิดพลาดแบบที่ 1 เกิดขึ้น ซึ่ง
ความผิดพลาดแบบนี้เกิดขึ้นในการเปรียบเทียบความ
แตกต่างค่าเฉลี่ยจ านวนหลายค่าหรือหลายกลุ่ม
ค่าเฉลี่ยแล้วได้ข้อสรุปของการเปรียบเทียบดังกล่าว
จ านวน 1 ชุด (set or family) [3] โดยจะได้ว่าความ
ผิดพลาดแบบที่ 1 เกิดจากการที่ปฏิเสธสมมุติฐานว่าง 
(null hypothesis, 

0
H ) เมื่อสมมุติฐานว่างเป็นจริง 

ซึ่งอัตราความผิดพลาดรวมสามารถ
ค านวณได้จาก 

 

FWER    P (เกิด Type I error )  

   
จ านวนของการจ าลองที่เกิดความผิดพลาดแบบท่ี 1  อย่างน้อยหน่ึงครั้ง

จ านวนของการจ าลองทั้งหมด
                        (11) 

 

(โดยในการจ าลองแต่ละครั้ง เราจะปฏิเสธ 
0

C
H  ก็

ต่อเมื่อ C

h
P   และค่าวัดประสิทธิภาพ FWER นี้ ยิ่ง

ต่ ามากเท่าไรก็จะยิ่งดี) [6] 
2.5.2 ก าลังการทดสอบ (power of a test) 

 กระบวนการขั้นตอนของการทดสอบ
สมมุติฐานจะต้องตั้งสมมุติฐานสองแบบ กล่าวคือ
สมมติฐานว่าง (null hypothesis, 

0
H ) ซึ่งโดยทั่วไป

จะเป็นสมมุติฐานที่ไม่มีการเปลี่ยนแปลงไปจากสภาวะ
เดิมหรือไม่มีผลที่แตกต่างจากของเดิม ส่วนอีก
สมมุติฐานหนึ่ง  คือ สมมุติฐานทางเลือกอื่นหรือ
สมมุติฐานแย้ง (alternative hypothesis,  

a
H ) ซึ่ง

โดยทั่วไปจะเป็นสมมุติฐานที่ เกี่ยวกับความเ ช่ือที่
ต้องการทดสอบ โดยในการสรุปผลมักจะเกิดความ
ผิดพลาดได้สองแบบ กล่าวคือ 
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ความผิดพลาดแบบที่ 1 (type I error,  
 ) โดยที่  

0 0
P Reject H H is true   และ  
ความผิดพลาดแบบที่ 2 (type II error,  

 ) โดยที ่  
0 0

P Accept H H is false   
โดยทั่วไปแล้วปัญหาในการทดสอบ

สมมุติฐานจะพยายามควบคุม   ให้มีค่าน้อยและจะ

พยายามท าให้   มีค่าน้อยที่สุดเพื่อที่ท าให้ 1   มี
ค่ามากที่สุด [2] ซึ่งเรียก 1   ว่าก าลังการทดสอบ 
โดยส าหรับการทดสอบใด ๆ ที่มีก าลังการทดสอบยิ่ง
มากจะแสดงว่าการทดสอบนั้นยิ่งดี  

ซึ่งก าลังการทดสอบสามารถค านวณได้
จาก 

 
power of a test   

0 0
P Reject H H is false   

                           
จ านวนครั้งของการปฏิเสธ 

0
H  เมื่อ 

0
H  เป็นเท็จ  

จ านวนของ 
0

H  ท่ีเป็นเท็จท้ังหมด
                          (12) 

 
2.6 วิเคราะห์ผลลัพธ์ที่ได้จากการเปรียบ 

เทียบค่าอัตราความผิดพลาดรวมและก าลังการ
ทดสอบที่ได้จากทั้งสองวิธ ี 

โดยจ าแนกตามลักษณะของข้อมูล (ขนาด
ตัวอย่างและจ านวนของตัวแปรอิสระ) ลักษณะความ 
สัมพันธ์ของยีนในกลุ่มยีน และสหสัมพันธ์ของตัวแปร
อิสระที่ศึกษาและสรุปผล 
 

3. ผลการวิจัย 
ส าหรับงานวิจัยนี้ น าเสนอผลการเปรียบเทียบ

โดยแบ่งออกเป็น 2 ส่วน คือ ในส่วนที่ 1 เปรียบเทียบ
ค่าอัตราความผิดพลาดรวมจากการทดสอบสมมุติฐาน
ระหว่างวิธีการวิเคราะห์ความส าคัญของกลุ่มยีนและวิธี 
การถดถอยลอจิสติกทวิภาค และในส่วนที่ 2 เปรียบ 
เทียบก าลังการทดสอบจากการทดสอบสมมุติฐาน
ระหว่าง 2 วิธี ดังกล่าว เมื่อก าหนดลักษณะความ 
สัมพันธ์ของยีนในกลุ่มยีนเป็น 2 แบบ คือ ยีนทุกตัวใน
กลุ่มมีความสัมพันธ์กับฟีโนไทป์ที่ต้องการศึกษาท้ังหมด 
และมียีนบางตัวในกลุ่มมีความสัมพันธ์กับฟีโนไทป์ที่
ต้องการศึกษา และสหสัมพันธ์ระหว่างตัวแปรอิสระใน
ระดับต่าง ๆ ที่สนใจศึกษา ดังนี ้

จากตารางที ่1 พบว่าเมื่อขนาดตัวอย่างเท่ากับ  

100 และจ านวนของตัวแปรอิสระเท่ากับ 30  n p

การศึกษาด้วยวิธี GSEA จะมีความเหมาะสมมากที่สุด 
เนื่องจากวิธี GSEA มีค่าอัตราความผิดพลาดรวมต่ ากวา่
เมื่อเปรียบเทียบกับวิธี การถดถอยลอจิสติกทวิภาคใน
ทุก ๆ สถานการณ์ที่จ าลองข้อมูล และในกรณีที่มียีน
บางตัวในกลุ่มมีความสัมพันธ์กับฟีโนไทป์ที่ต้องการ
ศึกษาค่าอัตราความผิดพลาดรวมของทั้งสองวิธีจะมี
แนวโน้มลดลง ในขณะที่เมื่อขนาดตัวอย่างเท่ากับ 100 
และจ านวนของตัวแปรอิสระเท่ากับ 300  n p  
การศึกษาด้วยวิธีการถดถอยลอจิสติกทวิภาคจะมีความ
เหมาะสมมากที่สุด เนื่องจากวิธีการถดถอยลอจิสติก
ทวิภาคมีค่าอัตราความผิดพลาดรวมต่ ากว่าเมื่อ
เปรียบเทียบกับวิธี GSEA ในทุก ๆ สถาน-การณ์ที่
จ าลองข้อมูล 

จากตารางที่ 2 พบว่าเมื่อขนาดตัวอย่างเท่ากับ 
100 และจ านวนของตัวแปรอิสระเท่ากับ 30  n p  
การศึกษาด้วยวิธีการถดถอยลอจิสติกทวิภาคจะมีความ
เหมาะสมมากที่สุด เนื่องจากวิธีการถดถอยลอจิสติก
ทวิภาคมีก าลังการทดสอบเฉลี่ยมากกว่าเมื่อเปรียบ 
เทียบกับวิธี GSEA ในทุก ๆ สถานการณ์ที่จ าลองข้อมูล 
และเมื่อพิจารณาค่าส่วนเบี่ยงเบนมาตรฐานซึ่งเป็นค่าที่
อยู่ในวงเล็บ จะเห็นได้ว่าค่าส่วนเบี่ยงเบนมาตรฐาน
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ของวิธี GSEA มีค่าค่อนข้างสูงเมื่อเปรียบเทียบกับของ
วิธีการถดถอยลอจิสติกทวิภาคซึ่งแสดงถึงความผันผวน

ที่ค่อนข้างมากของก าลังการทดสอบเฉลี่ยในวิธี GSEA  
ในขณะทีเ่มื่อขนาดตัวอย่างเท่ากับ 100 และจ านวน 

 
ตารางที ่1 คา่อัตราความผิดพลาดรวม (FWER) ของแต่ละสถานการณ์จากข้อมูลจ าลอง 

 

ขนาด
ตัวอย่าง 
 n  

สหสมัพันธ์ระหว่าง
ตัวแปรอิสระ  

   

ค่าอัตราความผดิพลาดรวม (FWER) 
ลักษณะความสมัพันธ์ของยีนในกลุ่มยีน 

ยีนทุกตัวในกลุ่มมีความสมัพันธ์กับฟี
โนไทป์ที่ต้องการศึกษาท้ังหมด 

มียีนบางตัวในกลุ่มมีความสัมพันธ์
กับฟีโนไทป์ที่ต้องการศึกษา 

GSEA binary logistic GSEA binary logistic 

n p  
0.0   0.01* 0.58 0.00* 0.57 
0.5   0.00* 0.11 0.00* 0.25 

n p  
0.0   1.00 0.08* 0.99 0.08* 
0.5   0.99 0.00* 0.99 0.01* 

*วิธีที่เหมาะสมที่สุดในแต่ละกรณี  
 
ตารางที ่2 ค่าเฉลี่ยและส่วนเบี่ยงเบนมาตรฐานของก าลงัการทดสอบของแต่ละสถานการณ์จากข้อมูล

จ าลอง 
 

ขนาด
ตัวอย่าง 
 n  

สหสมัพันธ์ระหว่าง
ตัวแปรอิสระ  

   

ค่าเฉลี่ยและส่วนเบี่ยงเบนมาตรฐานของก าลังการทดสอบ 
ลักษณะความสมัพันธ์ของยีนในกลุ่มยีน 

ยีนทุกตัวในกลุ่มมีความสมัพันธ์กับ 
ฟีโนไทป์ท่ีต้องการศึกษาทั้งหมด 

มียีนบางตัวในกลุ่มมีความสัมพันธ์
กับฟีโนไทป์ที่ต้องการศึกษา 

GSEA binary logistic GSEA binary logistic 

n p  
0.0   

0.2950 
(0.2472) 

0.9400* 
(0.2387) 

0.1900 
(0.2024) 

0.9433* 
(0.1898) 

0.5   
0.4750 
(0.1095) 

1.0000* 
(0.0000) 

0.1567 
(0.1738) 

0.9067* 
(0.1958) 

n p  
0.0   

0.9200* 
(0.1842) 

0.1700 
(0.3350) 

0.7467* 
(0.2375) 

0.0867 
(0.2351) 

0.5   
1.0000* 
(0.0000) 

0.0750 
(0.2500) 

0.9300* 
(0.1365) 

0.0200 
(0.1237) 

*วิธีที่เหมาะสมที่สุดในแต่ละกรณี  
 
ของตัวแปรอิสระเท่ากับ 300  n p  การศึกษาด้วย
วิธี GSEA จะมีความเหมาะสมมากที่สุด เนื่องจากวิธี  

GSEA มีก าลังการทดสอบเฉลี่ยมากกว่าเมื่อเปรียบ 
เทียบกับวิธีการถดถอยลอจิสติกทวิภาคในทุก ๆ 
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สถานการณ์ที่จ าลองข้อมูลและเมื่อพิจารณาค่าส่วน
เบี่ยงเบนมาตรฐานซึ่งเป็นค่าท่ีอยู่ในวงเล็บ จะเห็นได้วา่
ค่าส่วนเบี่ยงเบนมาตรฐานของวิธีการถดถอยลอจิสติก
ทวิภาคมีค่าค่อนข้างสูงเมื่อเปรียบเทียบกับของวิธี 
GSEA ซึ่งแสดงถึงความผันผวนท่ีค่อนข้างมากของก าลัง
การทดสอบเฉลี่ยในวิธีการถดถอยลอจิสติกทวิภาค 
 

4. อภิปรายผล 
4.1 ผลจากความแตกต่างระหว่างลักษณะ

ของข้อมูล (ขนาดตัวอย่างและจ านวนของตัวแปร
อิสระ) 

ผลที่ได้จะพบว่าประสิทธิภาพในการหาค่า
อัตราความผิดพลาดรวมส าหรับวิธี GSEA เมื่อขนาด
ตัวอย่างมากกว่าจ านวนของตัวแปรอิสระ  n p  จะ
มากกว่าเมื่อขนาดตัวอย่างน้อยกว่าจ านวนของตัวแปร
อิสระ  n p  ในขณะที่ประสิทธิภาพในการหาค่า
อัตราความผิดพลาดรวมส าหรับวิธีการถดถอยลอจิสติก
ทวิภาค เมื่อขนาดตัวอย่างมากกว่าจ านวนของตัวแปร
อิสระจะน้อยกว่าเมื่อขนาดตัวอย่างน้อยกว่าจ านวน
ของตัวแปรอิสระ และประสิทธิภาพในการหาก าลังการ
ทดสอบส าหรับวิธี GSEA เมื่อขนาดตัวอย่างมากกว่า
จ านวนของตัวแปรอิสระจะน้อยกว่าเมื่อขนาดตัวอย่าง
น้อยกว่าจ านวนของตัวแปรอิสระ ในขณะที่ประสิทธิ-
ภาพในการหาก าลังการทดสอบส าหรับวิธีการถดถอย
ลอจิสติกทวิภาคเมื่อขนาดตัวอย่างมากกว่าจ านวนของ
ตัวแปรอิสระจะมากกว่าเมื่อขนาดตัวอย่างน้อยกว่า
จ านวนของตัวแปรอิสระ 

4.2 ผลจากความแตกต่างระหว่างลักษณะ
ความสัมพันธ์ของยีนในกลุ่มยีน 

ผลที่ได้จะพบว่าประสิทธิภาพในการหาค่า
อัตราความผิดพลาดรวมส าหรับวิธี GSEA และวิธีการ
ถดถอยลอจิสติกทวิภาค เมื่อลักษณะความสัมพันธ์ของ
ยีนในกลุ่มยีนที่ยีนทุกตัวในกลุ่มมีความสัมพันธ์กับฟีโน

ไทป์ที่ต้องการศึกษาทั้งหมด ไม่แตกต่างกันมากอย่าง
เห็นได้ชัดกับเมื่อลักษณะความสัมพันธ์ของยีนในกลุ่ม
ยีนที่มียีนบางตัวในกลุ่มมีความสัมพันธ์กับฟีโนไทป์ที่
ต้องการศึกษา และประสิทธิภาพในการหาก าลังการ
ทดสอบส าหรับวิธี GSEA และวิธีการถดถอยลอจิสติก
ทวิภาคเมื่อลักษณะความสัมพันธ์ของยีนในกลุ่มยีนที่
ยีนทุกตัวในกลุ่มมีความสัมพันธ์กับฟีโนไทป์ที่ต้องการ
ศึ กษาทั้ งหมดจะค่อนข้ างมากกว่ า เมื่ อลักษณะ
ความสัมพันธ์ของยีนในกลุ่มยีนที่มียีนบางตัวในกลุ่มมี
ความสัมพันธ์กับฟีโนไทป์ที่ต้องการศึกษา  

4.3 ผลจากความแตกต่างของสหสัมพันธ์
ระหว่างตัวแปรอิสระ  

ผลที่ได้จะพบว่าประสิทธิภาพในการหาค่า
อัตราความผิดพลาดรวมส าหรับวิธี GSEA และวิธีการ
ถดถอยลอจิสติกทวิภาคเมื่อสหสัมพันธ์ระหว่างตัวแปร
อิสระเป็น 0.0 โดยภาพรวมแล้วจะค่อนข้างน้อยกว่า
เมื่อสหสัมพันธ์ระหว่างตัวแปรอิสระเป็น 0.5 และ
ประสิทธิภาพในการหาก าลังการทดสอบส าหรับวิธี 
GSEA เมื่อสหสัมพันธ์ระหว่างตัวแปรอิสระเป็น 0.0 
โดยภาพรวมแล้วจะค่อนข้างน้อยกว่าเมื่อสหสัมพันธ์
ระหว่างตัวแปรอิสระเป็น 0.5 และส าหรับวิธีการ
ถดถอยลอจิสติกทวิภาคเมื่อสหสัมพันธ์ระหว่างตัวแปร
อิสระเป็น 0.0 โดยภาพรวมแล้วจะค่อนข้างมากกว่า
เมื่อสหสัมพันธ์ระหว่างตัวแปรอิสระเป็น 0.5   
 

5. สรุป 
งานวิจัยนี้ได้เปรียบเทียบวิธีการศึกษาความ 

สัมพันธ์ของกลุ่มของยีนและฟีโนไทป์ทวิภาคภายใต้
ขอบเขตงานวิจัยที่ก าหนดระหว่างวิธี  GSEA และ
วิธีการถดถอยลอจิสติกทวิภาคส าหรับหาค่าพีของแต่
ละกลุ่มของยีนโดยที่ค านึงถึงความสัมพันธ์และการ
ท างานร่วมกันเป็นกลุ่มของยีน ซึ่งจะวิเคราะห์ค่าอัตรา
ความผิดพลาดรวมและก าลังการทดสอบ ผลการวิจัย
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พบว่าส าหรับกรณีขนาดตัวอย่างมากกว่าจ านวนของตัว
แปรอิสระ วิธีการถดถอยลอจิสติกทวิภาคมีก าลังการ
ทดสอบเฉลี่ยสูง  แต่ เมื่อพิจารณาถึงอัตราความ
ผิดพลาดรวมพบว่าวิธี GSEA มีค่าต่ า ส่วนกรณีขนาด
ตัวอย่างน้อยกว่าจ านวนของตัวแปรอิสระวิธี GSEA มี
ก าลังการทดสอบเฉลี่ยสูง แต่เมื่อพิจารณาถึงอัตรา
ความผิดพลาดรวมพบว่าวิธีการถดถอยลอจิสติก
ทวิภาคมีค่าต่ า ซึ่งจากทั้ง 2 กรณี เมื่อพิจารณาถึงทั้ง
สองค่าพร้อมกันพบว่าวิธีการศึกษาความสัมพันธ์ของ
กลุ่มของยีนและฟีโนไทป์ทวิภาควิธีใดมีก าลังการ
ทดสอบเฉลี่ยสูงก็จะมีค่าอัตราความผิดพลาดรวมสูง
ด้วยเช่นกัน ดังนั้นจึงไม่สามารถสรุปได้ว่าวิธีการใน
การศึกษาความสัมพันธ์ของกลุ่มของยีนและฟีโนไทป์
ทวิภาควิธีใดเป็นวิธีที่ดีที่สุด อย่างไรก็ตาม ส าหรับการ
น าไปใช้งานจริงจะขึ้นอยู่กับผู้น าไปใช้ว่าจะพิจารณาให้
ความส าคัญกับประสิทธิภาพของวิธีศึกษาด้วยค่าอัตรา
ความผิดพลาดรวมหรือก าลังการทดสอบมากกว่ากัน 
แล้วถึงเลือกใช้วิธีการศึกษาความสัมพันธ์ของกลุ่มของ
ยีนและฟีโนไทป์ทวิภาคที่เหมาะสม ทั้งนี้ผลสรุปที่ได้
เป็นผลภายใต้ขอบเขตการวิจัยที่ศึกษา 
 

6. ข้อเสนอแนะ 
จากงานวิจัยนี้ ส าหรับผู้ที่สนใจอาจน าไปศึกษา

ต่อได้อีกในเรื่องของ  
6.1 การก าหนดความสัมพันธ์ให้แต่ละกลุ่มของ

ยีนอาจก าหนดให้มีจ านวนยีนที่แตกต่างกันซึ่งในความ
เป็นจริงแล้วยีนแต่ละกลุ่มอาจมีจ านวนยีนอยู่แตกต่าง
กันได้ 

6.2    ขอบเขตในการวิจัยเรื่องของลักษณะของ 
ข้อมูล (ขนาดตัวอย่างและจ านวนของตัวแปรอิสระ) 
ลั กษณะความสั มพันธ์ ของยี น ใน กลุ่ ม ยีน  และ
สหสัมพันธ์ระหว่างตัวแปรอิสระอาจจะมีการเพิ่มหรือ
ลดให้มีความหลากหลายมากยิ่งขึ้นได้ 

6.3 วิธีการคัดกรองตัวแปรในความเป็นจริงแลว้
ยังมีอีกหลายวิธีที่น่าสนใจโดยผู้ที่สนใจอาจจะน าวิธีการ
คัดกรองตัวแปรอื่น ๆ มาใช้ในการพิจารณาได้อีก 

6.4 เกณฑ์ที่ใช้ในการตัดสินใจส าหรับเปรียบ 
เทียบประสิทธิภาพของแต่ละวิธีอาจต้องมีการใช้เกณฑ์
ในการตัดสินใจเพิ่มมากกว่านี้เพื่อที่จะสามารถสรุปผล
ให้ชัดเจนได้ว่าวิธีใดที่มีประสิทธิภาพมากที่สุดในสองวิธี 
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