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บทคัดย'อ 
งานวิจัยน้ีมีวัตถุประสงค�เพ่ือเปรียบเทียบความแกรAงของสัมประสิทธ์ิสหสมัพันธ�ลําดับท่ีเมื่อขHอมูลมีคAาผดิปกติ 

4 วิธี คือ สัมประสิทธ์ิสหสัมพันธ�สเปKยร�แมน สัมประสิทธ์ิสหสัมพันธ�เคนดอลล�เทา และสัมประสิทธ์ิสหสัมพันธ�โฮฟดิง้ 

สัมประสิทธ์ิสหสัมพันธ�เบรสท� ซ่ึงเกณฑ�ในการเปรียบเทียบความแกรAง คือ คAาความเอนเอียงสัมบูรณ� และคAาความ

คลาดเคลื่อนกําลังสองเฉลี่ย โดยจําลองขHอมูลท่ีมีการแจกแจงปรกติมาตรฐานสองตัวแปร กําหนดระดับความสัมพันธ�

ระหวAางสองตัวแปร 6 ระดับ คือ 0, 0.2, 0.4, 0.6, 0.8 และ 1.0 ขนาดตัวอยAาง (n) เทAากับ 10, 20, 50, 100 และ 

200 รHอยละของคAาผิดปกติจากกลุAมในตัวแปรเพียงตัวเดียวเทAากับ 0, 10, 20 และ 30 ของขนาดตัวอยAาง รวม

สถานการณ�ท่ีศึกษาท้ังหมด 120 สถานการณ� และมีการทําซํ้า 1,000 ครั้ง ในแตAละสถานการณ� ผลการวิจัยพบวAา

เมื่อมีคAาผิดปกติในขHอมูลและตัวแปรท้ังสองไมAมีความสัมพันธ�กัน สAวนใหญAสัมประสิทธ์ิสหสัมพันธ�โฮฟดิ้งมีความแกรAง

สูงสุดเกือบทุกขนาดตัวอยAาง แตAเมื่อตัวแปรท้ังสองมีความสัมพันธ�กันในระดับสูง สัมประสิทธ์ิสหสัมพันธ�เคนดอลล�

เทามีแนวโนHมใหHคAา MSE ต่ําท่ีสุดในทุกขนาดตัวอยAาง และคAา ABS ของสัมประสิทธ์ิสหสัมพันธ�สเปKยร�แมนและ

สัมประสิทธ์ิสหสัมพันธ�เบรสท�สAวนใหญAจะใหHคAาต่ําท่ีสุดในกรณีท่ีตัวแปรท้ังสองมีความสัมพันธ�กันในระดับสูงเชAนกัน 

นอกจากน้ีหากตัวแปรท้ังสองมีความสัมพันธ�กันในระดับ 0.6 ถึง 0.8 สัมประสิทธ์ิสหสัมพันธ�สเปKยร�แมนจะใหHคAา 

MSE ต่ําท่ีสุดในทุกขนาดตัวอยAาง 
 

คําสําคัญ : สัมประสิทธ์ิสหสัมพันธ�; คAาผิดปกติ; ความแกรAง; คAาความเอนเอียงสัมบูรณ�; คAาความคลาดเคลื่อนกําลัง

สองเฉลี่ย 
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Abstract 
The objective of this research is to compare the robustness of four rank correlation 

coefficients–Spearman, Kendall Tau, Blest and Hoeffding correlation coefficients–for data containing 
outliers. The criteria for this comparison are the absolute bias and mean square error.  The 
simulations data in the form of standard bivariate normal distribution are generated with six levels 
of the correlation between two variables are set at 0, 0.2, 0.4, 0.6, 0.8 and 1.0. In addition, the 
sample sizes (n) used in this study are determined at 10, 20, 50, 100 and 200, and the percentages 
of mild outliers for one variable are set at 0, 10, 20 and 30 of the sample size. The totals of 120 
situations are studied. The experiment is repeated 1,000 times for each situation. The conclusions 
of this research are as follows: when the data are contaminated with outliers and two variables are 
not correlated, the most robust correlation coefficient for almost all sample sizes is Hoeffding 
correlation coefficient. However, when two variables are highly correlated, the MSE of Kendall tau 
correlation coefficient and the ABSs of Spearman and Blest correlation coefficients tend to have a 
smallest value for all sample sizes. Furthermore, the MSE of Spearman correlation coefficient tends 
to have a smallest value when the correlation of two variables is between 0.6 and 0.8 for all sample 
sizes.  

 

Keywords: correlation coefficient; outliers; robustness; absolute bias; mean square error 
 
1. บทนํา 

ปsจจุบันพบวAาสถิติเขHามามีบทบาทในงานวิจัย
มากข้ึน กลAาวคือ เปtนเครื่องมือท่ีชAวยในการวิเคราะห�
ขHอมูล ซ่ึงสัมประสิทธ์ิสหสัมพันธ�เปtนหน่ึงในคAาสถิติท่ี
ชAวยบอกไดHวAาตัวแปรของขHอมูลน้ันมีความสัมพันธ�กัน
มากหรือนHอยเพียงใด ในการเก็บรวบรวมขHอมูลท่ีจะ
นํามาวิเคราะห�น้ัน ผูHวิจัยไมAสามารถเก็บรวบรวมขHอมูล
มาไดHทุกหนAวยของประชากรเน่ืองจากตHองใชHคAาใชHจAาย
สูงและใชHระยะเวลามากในการเก็บขHอมูล จึงตHองมีการ
เก็บขHอมูลจากตัวอยAางเพ่ือนํามาวิเคราะห� ภายหลังจาก
การเก็บรวบรวมขHอมูลจากหนAวยตัวอยAางแลHว จะใชHผล
วิเคราะห�ขHอมูลท่ีไดHจากการศึกษาขHอมูลตัวอยAางไป
อนุมานหรือสรุปผลของประชากร ซ่ึงเปtนเปvาหมาย
หลักของการศึกษาวิจัยตAอไปไดH ในการเก็บรวบรวม
ขHอมูลบAอยครั้งท่ีพบวAาขHอมูลท่ีมีคAาต่ําเกินไปหรือสูง

เ กินไปจากขHอมูลสAวนใหญAจะเรียกวAาคAาผิดปกติ  
(outlier) ซ่ึงสาเหตุของการเกิดคAาผิดปกติ [1] อาจเกิด
จากความคลาดเคลื่อนของการวัด (measurement 
error) หรือความคลาดเคลื่อนจากการปฏิบัติการ 
(execution error) เชAน การบันทึกขHอมูลผิด รวมไปถึง
ความคลาดเคลื่อนจากการผันแปรท่ีมีอยูAในประชากรท่ี
ศึกษา (inherent variability) ซ่ึงไมAไดHเกิดจากการวัด
หรือการบันทึกขHอมูลท่ีผิดพลาดแตAเปtนความผิดพลาด
ท่ีหลีกเลี่ยงไมAไดHเน่ืองจากไมAวAาจะควบคุมการวัดหรือ
การเก็บขHอมูลไดHดีเพียงใด ความผันแปรในประชากรก็
ยังคงมีอยูA ดังน้ันการนําขHอมูลท่ีมีคAาผิดปกติมาใชHอาจ
ทําใหHการวิเคราะห�ขHอมูลมีความผิดพลาดเกิดข้ึน ซ่ึง
อาจแกHปsญหาน้ีโดยการตัดขHอมูลท่ีมีคAาผิดปกติออก
หรือปรับคAาใหHเหมาะสม ซ่ึงข้ึนอยูAกับดุลยพินิจของ
ผูHทําวิจัย [2] 
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การเปรียบเทียบความแกรAงของสัมประสิทธ์ิ
สหสัมพันธ�เมื่อขHอมูลมีคAาผิดปกติปลอมปนน้ันไดHมี
การศึกษากันอยAางกวHางขวาง โดยวิธีท่ีนํามาเปรียบ 
เทียบประสิทธิภาพมีหลากหลายวิธี เชAน งานวิจัยของ 
Croux และ Dehon [3] ไดHศึกษาเปรียบเทียบความ
แกรAงของสัมประสิทธ์ิสหสัมพันธ�เคนดอลล�เทา และ
สัมประสิทธ์ิสหสัมพันธ�สเปKยร�แมน ซ่ึงเปtนวิธีท่ีไดHรับ
ความนิยมอยAางแพรAหลายในดHานวิทยาศาสตร�ประยุกต� 
โดยพิจารณาจากคAาความคลาดเคลื่อนกําลังสองเฉลี่ย 
ผลการศึกษาพบวAาสัมประสิทธ์ิสหสัมพันธ�เคนดอลล�
เทา และสัมประสิทธ์ิสหสัมพันธ�สเปKยร�แมนเปtนวิธีท่ีมี
ความแกรAงและมีประสิทธิภาพสูง เมื่อขHอมูลมีคAา
ผิดปกติปลอมปนและ 0ρ=  แตAเมื่อพิจารณาคAาความ
เอนเอียงของสัมประสิทธ์ิสหสัมพันธ�เคนดอลล�เทา 
Evandt และคณะ [4] พบวAาสัมประสิทธ์ิสหสัมพันธ�
เคนดอลล�เทามีคAาความเอนเอียงคAอนขHางมากในเกือบ
ทุกระดับของ ρ  ยกเวHน 0ρ=  หรือ 1  เมื่อเทียบกับ
คAาความเอนเอียงของสัมประสิทธ์ิสหสัมพันธ�เพียร�สัน
และสัมประสิทธ์ิสหสัมพันธ�สเปKยร�แมน ในงานวิจัยของ
นพดล [5] ไดHเปรียบเทียบความแกรAงของสัมประสิทธ์ิ
สหสัมพันธ� 4 วิธี คือ สัมประสิทธ์ิสหสัมพันธ�เพียร�สัน 
สัมประสิท ธ์ิสหสัมพันธ�สเปKยร�แมน สัมประสิทธ์ิ
สหสัมพันธ�เคนดอลล�เทา และสัมประสิทธ์ิสหสัมพันธ�
แบบถAวงนํ้าหนัก เมื่อขHอมูลมีคAาผิดปกติจากกลุAมทีละ
ตัวแปร โดยพิจารณาจากคAาความคลาดเคลื่อนกําลัง
สองเฉลี่ย ผลการศึกษาพบวAาสัมประสิทธ์ิสหสัมพันธ� 
สเปKยร�แมนและสัมประสิทธ์ิสหสมัพันธ�แบบถAวงนํ้าหนัก
มีความแกรAงเมื่อขHอมูลมีคAาผิดปกติ สําหรับงานวิจัย
ของ Devlin และคณะ [6] ศึกษาอิทธิพลของคA า
ผิดปกติจากกลุAมท่ีมีตAอการประมาณคAาสัมประสิทธ์ิ
สหสัมพันธ�ประชากร ผลการศึกษาพบวAาสัมประสิทธ์ิ
สหสัมพันธ�เพียร�สันมีประสิทธิภาพดีเมื่อขHอมูลไมAมีคAา
ผิดปกติปลอมปน แตAถHาขHอมูลมีคAาผิดปกติปลอมปน

เกิดข้ึนจะมีอิทธิพลตAอการประมาณคAาสัมประสิทธ์ิ
สหสัมพันธ�ประชากรอยAางมาก ซ่ึงผลกระทบเหลAาน้ี
เ กิด ข้ึนนH อย เมื่ อ ใชH ส ถิติแบบไมA อิ งพารามิ เตอร�  
นอกจากน้ี Hoeffding [7] ไดH นําเสนอสัมประสิทธ์ิ
สหสัมพันธ�โฮฟดิ้งซ่ึงเปtนสถิติแบบไมAอิงพารามิเตอร� ซ่ึง
มีประสิทธิภาพดีกวAาสัมประสิทธ์ิสหสัมพันธ�เพียร�สัน
เมื่ อขH อมู ลมี คA าผิ ดปกติ  และ  Blest [8] ไดH เ สนอ
สัมประสิทธ์ิสหสัมพันธ�เบรสท�ซ่ึงเปtนสถิติแบบไมAอิง
พารามิเตอร� โดยพัฒนาวิธีน้ีมาจากวิธีการประมาณคAา
สัมประสิทธ์ิสหสัมพันธ�ท่ีเปtนท่ีนิยมอยAางแพรAหลาย
อยA า งสั มประสิ ท ธ์ิ สหสั ม พัน ธ� ส เปK ย ร� แม นและ
สัมประสิทธ์ิสหสัมพันธ�เคนดอลล�เทา ซ่ึงเปtนพ้ืนฐาน
ของการพัฒนาวิ ธี ใหมA เ พ่ือใหH ไดHตัวประมาณท่ีมี
ประสิทธิภาพท่ีดียิ่งข้ึนกวAาวิธีท่ีใชHกันในปsจจุบัน ในการ
วิเคราะห�ขHอมูลสAวนใหญAผูHวิจัยมักจะมองขHามขHอมูลท่ีมี
คAาผิดปกติ ซ่ึงจะสAงผลใหHการสรุปผลการวิเคราะห�
ขHอมูลมีความคลาดเคลื่อนเกิดข้ึน 

ในการวิจัยครั้งน้ีผูHวิจัยสนใจศึกษาเปรียบเทียบ
ความแกรAงของสัมประสิทธ์ิสหสัมพันธ�ลําดับท่ีซ่ึงเปtน
สถิติแบบไมAอิงพารามิเตอร�เมื่อขHอมูลมีคAาผิดปกติจาก
กลุAมในตัวแปรเพียงตัวเดียวเทAาน้ันโดยอีกตัวแปรไมAมี
คAาผิดปกติปลอมปนอยูAเน่ืองจากการเกิดคAาผิดปกติ
ปลอมปนในขHอมูลสAวนใหญAพบวAาสาเหตุอาจจะมาจาก
ความคลาดเคลื่อนของการวัดหรือการบันทึกผล รวมไป
ถึงความคลาดเคลื่ อนจากการผันแปร ท่ีมีอยูA ใน
ประชากรท่ีศึกษาดังไดHกลAาวถึงในขHางตHน ซ่ึงการเกิด
เหตุการณ�ดังกลAาวน้ีอาจไมAไดHเกิดข้ึนในท้ัง 2 ตัวแปร 
กลAาวคืออาจเกิดคAาผิดปกติกับตัวแปรใดตัวแปรหน่ึง
เทAาน้ัน จึงทําใหHผูHวิจัยสนใจศึกษาในกรณีเกิดคAาผิดปกติ
ดั งกลA าว โดย วิ ธี ท่ีสนใจศึกษาใน ท่ี น้ีมี  4 วิ ธี  คือ 
สัมประสิท ธ์ิสหสัมพันธ�สเปKยร�แมน สัมประสิทธ์ิ
สหสัมพันธ�เคนดอลล�เทา สัมประสิทธ์ิสหสัมพันธ�โฮฟดิง้ 
และสัมประสิทธ์ิสหสัมพันธ�เบรสท� โดยจําลองขHอมูล
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เ พ่ื อ เ ป รี ย บ เ ที ยบ ป ระสิ ท ธิ ภ า พ ท้ั ง ห มด  1 2 0 
สถานการณ� เพ่ือเปtนแนวทางใหHแกAผูHวิจัยในงานดHาน
ตA าง  ๆ เลือกใชH วิ ธีการประมาณคAาสัมประสิท ธ์ิ
สหสัมพันธ� ใหH เหมาะสมกับขHอมูล ท่ีมีอยูA  และใหH
ความสําคัญกับคAาผิดปกติของขHอมูลมากข้ึน เพ่ือใหHไดH
ผลลัพธ�ของงานวิจัยท่ีมีความแมAนยํามากข้ึน 
 

2. วิธีการวิจัย 
การเปรียบเทียบความแกรAงของสัมประสิทธ์ิ

สหสัมพันธ�ลําดับท่ีเมื่อขHอมูลมีคAาผิดปกติในตัวแปร
เพียงตัวเดียว สAวนอีกตัวแปรไมAมีคAาผิดปกติปลอมปน
อยูA โดยวิธีท่ีสนใจศึกษาในท่ีน้ีมี 4 วิธี คือ สัมประสิทธ์ิ
สหสัม พันธ�ส เปKยร�แมน สัมประสิท ธ์ิสหสัม พันธ�
เคนดอลล�เทา สัมประสิทธ์ิสหสัมพันธ�โฮฟดิ้ง และ
สัมประสิทธ์ิสหสัมพันธ�เบรสท� ซ่ึงข้ันตอนการวิจัยเปtน
ดังน้ี 

2.1 จําลองขHอมูลท่ีมีการแจกแจงปรกติสองตัว
แปรดHวยคAาเฉลี่ย ( , )x yµ µ  เทAากับ (0,0) และความ
แปรปรวน 2 2

( , )x yσ σ  เทAากับ (1,1) และกําหนดคAา
สัมประสิทธ์ิสหสัมพันธ� ( ρ ) ระหวAางตัวแปรสองตัว 
ท้ังหมด 6 ระดับ ไดHแกA 0, 0.2, 0.4, 0.6, 0.8  และ 1.0 

2.2 กําหนดขนาดตัวอยAาง (n) ท้ังหมด 5 ระดับ
คือ 10, 20, 50, 100 และ 200 

2.3 กําหนดรHอยละของคAาผิดปกติจากกลุAมใน
ตัวแปร Y ในระดับปานกลาง (mild outlier) ทางดHาน
มาก โดยรHอยละของคAาผิดปกติจากกลุAมมีท้ังหมด 4 
ระดับ คือ 0, 10, 20 และ 30 ของขนาดตัวอยAาง ซ่ึง
สรHางคAาผิดปกติจากกลุAมในตัวแปร Y ตามหลักการท่ี 
Barnett และ Lewis [9] กลAาวถึง โดยสรHางคAาของตัว
แปร Y ซ่ึงผิดปกติอยูAในชAวง ( Q3 + 1.5 IQR, Q3 + 3 
IQR ) เมื่อ Q1 คือ คAาควอไทล�ท่ี 1;  Q3 คือคAาควอไทล�
ท่ี 3; และ IQR คือ ระยะระหวAางควอไทล�ซ่ึงมีคAาเทAากับ 
Q3 - Q1 

2.4 การตรวจสอบคAาผิดปกติ น้ันสามารถ
ตรวจสอบไดHหลายวิธี คือ การตรวจสอบโดยวิธีกราฟซ่ึง
เปtนวิธีการตรวจสอบท่ีงAายและสะดวก หรือการ
ตรวจสอบดHวยการทดสอบทางสถิติซึ่งตัวสถิติทดสอบมี
หลายวิธี เชAน ตัวสถิติทดสอบ TN1 [9] ท่ีใชHในกรณีไมA
ทราบคAาเฉลี่ยและความแปรปรวนของประชากร หรือ 
ตัวสถิติทดสอบของ Furguson [10] ท่ีใชHสัมประสิทธ์ิ
ความเบHและสัมประสิทธ์ิความโดAงเปtนพ้ืนฐานในการ
ทดสอบคAาผิดปกติ สําหรับงานวิจัยน้ีไดHตรวจสอบคAา
ผิดปกติโดยวิธีกราฟซ่ึงตรวจสอบดHวยแผนภาพกลAอง 
(box plot) โดยคAาสังเกตท่ีมีคAาผิดปกติในระดับปาน
กลางจะมีคAามากกวAา Q3 ระหวAาง 1.5 ถึง 3 เทAาของ 
IQR 

2.5 ใชHโปรแกรม SAS 9.4 จําลองขHอมูลดHวย
เทคนิคมอนติคาร�โล โดยในแตAละสถานการณ�ทดลอง
ซํ้า 1,000 ครั้ง 

2.6 สหสัมพันธ� (correlation) เปtนการศึกษา
ความสัมพันธ�ระหวAางตัวแปรตั้งแตA 2 ตัว ข้ึนไป ในการ
พิจารณาตัวแปรวAามีความสัมพันธ�กันมากนHอยเพียงใด
น้ัน จะพิจารณาจากคA าสัมประสิท ธ์ิสหสัมพันธ�  
(correlation coefficient) ซ่ึงเปtนวิธีการทางสถิติท่ีมี
อยูAหลายวิธี การใชHสถิติตัวใดจึงข้ึนอยูAกับมาตรวัดของ
ตัวแปร ดังน้ันสัมประสิทธ์ิสหสัมพันธ�จึงมีท้ังแบบท่ีเปtน
สถิติอิงพารามิเตอร�และสถิติไมAอิงพารามิเตอร� กลAาวคือ 
คAาสัมประสิทธ์ิสหสัมพันธ�ในสถิติอิงพารามิเตอร�เปtน
การหาความสัมพันธ�สําหรับตัวแปรท่ีมีมาตรวัดชAวง 
(interval scale) หรือมาตรวัดอัตราสAวน (ratio scale) 
และมีการแจกแจกความนAาจะเปtนปรกติ ซ่ึงตัวอยAาง
สัมประสิทธ์ิสหสัมพันธ�ในสถิติอิงพารามิเตอร� เชAน
สัมประสิทธ์ิสหสัมพันธ� เพียร�สัน โดยสัมประสิทธ์ิ
สหสัมพันธ�เพียร�สันน้ีจะใชHไดHอยAางเหมาะสมกับขHอมูลท่ี
มีความสัมพันธ� เ ชิงเสHนเทAาน้ัน และขHอมูลไมAมีคAา
ผิดปกติปลอมปน สAวนคAาสัมประสิทธ์ิสหสัมพันธ�ใน
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สถิติไมA อิงพารามิเตอร�ใชHสําหรับหาความสัมพันธ�
ระหวAางตัวแปรท่ีมีมาตรวัดตั้งแตAนามบัญญัติ ข้ึนไป 
และไมAเจาะจงชนิดของการแจกแจงความนAาจะเปtน
ของขHอมูล เชAนสัมประสิทธ์ิสหสัมพันธ�ลําดับท่ี 4 วิธี ซ่ึง
จะศึกษาตAอไปในงานวิจัยน้ี โดยสัมประสิทธ์ิสหสัมพันธ�
ลําดับท่ีใชHวัดความสัมพันธ�ระหวAางลําดับท่ีของตัวแปร
อั น ดั บ  (ordinal variable) ท่ี แ ต ก ตA า ง กั น  ซ่ึ ง คA า
สัมประสิทธ์ิสหสัมพันธ�ลําดับท่ีจะข้ึนอยูA กับคAาท่ีจัด
อันดับสําหรับแตAละตัวแปรแทนท่ีจะเปtนขHอมูลดิบ 
ดังน้ันสัมประสิทธ์ิสหสัมพันธ�ลําดับท่ีจึงเหมาะกับการ
วัดระดับความสัมพันธ�ระหวAางลําดับท่ีของตัวแปรถึงแมH
ขHอมูลจะมีคAาผิดปกติปลอมปนก็ตาม โดยสัมประสิทธ์ิ
สหสัมพันธ�ลําดับท่ี ท่ีใชHในการวิจัยน้ี มี 4 วิธี คือ 

2.6.1 สัมประสิทธ์ิสหสัมพันธ�สเปKยร�แมน 
(Spearman correlation coefficient) 

Spearman [11] ไดHเสนอสัมประสิทธ์ิ
สหสัมพันธ�สเปKยร�แมน ซ่ึงไดHรับการพัฒนามาจาก
สัมประสิทธ์ิสหสัมพันธ�เพียร�สันมาเปtนเวลานานแลHว 
แตAก็ยังเปtนท่ีรูH จักกันดีในปsจจุบัน โดยใชHในการหา
ความสัมพันธ�เมื่อตัวแปรท้ังสองอยูAในมาตรวัดอันดับ 
(ordinal scale) หรือเมื่อตัวแปรหน่ึงอยูAในมาตรวัด
อันดับและอีกตัวแปรหน่ึงอยูAในมาตรวัดชAวง (interval 
scale) หรือมาตรวัดอัตราสAวน (ratio scale) โดย
ขHอมูลในแตAละชุดจะตHองมีความเปtนอิสระตAอกันและตวั
แปรท้ังสองมีขนาดเทAากัน การคํานวณวิธีน้ีจะคํานวณ
จากตําแหนAงท่ีของขHอมูลท่ีมีการเรียงลําดับขHอมูลท่ีมี
คAาสูงสุดถึงขHอมูลท่ีมีคAาต่ําสุด หรือเรียงลําดับขHอมูล
ต่ําสุดถึงสูงสุด ถHาขHอมูลใดมีคAาเทAากันใหHใชHลําดับท่ี
เฉลี่ยของขHอมูลเปtนลําดับท่ีของขHอมูลคAาน้ัน 

สัมประสิทธ์ิสหสัมพันธ�สเปKยร�แมน 
คํานวณไดHจากสูตร 
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โดย  pi = ลําดับของ xi; qi = ลําดับของ yi; n = ขนาด
ตัวอยAาง 

2.6.2 สัมประสิทธ์ิสหสัมพันธ�เคนดอลล�เทา 
(Kendall Tau correlation coefficient) 

Kendall [12] ไดHนําเสนอสัมประสิทธ์ิ
สหสัมพันธ�เคนดอลล�เทา ใชHวัดความสัมพันธ�ระหวAาง
ขHอมูล 2 ชุด ท่ีอยูAในระดับอันดับ หรือเมื่อตัวแปรหน่ึง
อยูAในมาตรวัดอันดับและอีกตัวหน่ึงอยูAในมาตรวัดชAวง
หรือมาตรวัดอัตราสAวน โดยขHอมูลท้ังสองชุดมาจากการ
พิจารณาจัดอันดับสิ่งเดียวกัน 

สัมประสิทธ์ิสหสัมพันธ�เคนดอลล�เทา 
สามารถคํานวณไดHดังน้ี 

2
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S
r
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−
 

เมื่อ S = ผลตAางระหวAางผลบวกของอันดับท่ีท่ีสอดคลHอง
กัน (concordant pairs) กับผลบวกของอันดับท่ีท่ีไมA
ส อ ด ค ลH อ ง กั น  (discordant pairs); S = C-D; C = 
จํานวนอันดับท่ีมีคAาสูงกวAาเมื่อนับจากจํานวนท่ีอยูAใตHลง
มา; D = จํานวนอันดับท่ีมีคAาต่ํากวAาเมื่อนับจากจํานวน
ท่ีอยูAใตHลงมา; n = ขนาดตัวอยAาง 

2 .6.3 สั มประสิ ท ธ์ิ สหสัม พันธ� โ ฮฟดิ้ ง 
(Hoeffding correlation coefficient) 

Hoeffding [7] ไดHนําเสนอสัมประสิทธ์ิ
สหสัมพันธ�โฮฟดิ้ง ซ่ึงเปtนสถิติไมAอิงพารามิเตอร�ขHอมูล
แตAละชุดมีความเปtนอิสระกัน โดยกําหนดคAา X และ Y 
สําหรับการจัดกลุAมของขHอมูล 

สัมประสิทธ์ิสหสัมพันธ�โฮฟดิ้ง คํานวณ
ไดHจากสูตร 
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2.6.4 สัมประสิทธ์ิสหสัมพันธ�เบรสท� (Blest 
correlation coefficient) 

Blest [8 ] ไ ดH นํ า เ สนอสั มประสิ ท ธ์ิ
สหสัมพันธ�เบรสท� ซ่ึงเปtนสัมประสิทธ์ิสหสัมพันธ�ท่ีใชH
วัดความสัมพันธ�ระหวAางตัวแปร 2 ตัว โดยขHอมูลอยูAใน
มาตรวัดอันดับ และพิจารณากรณีลําดับท่ีไมAซํ้ากัน 
(tied rank) เทAา น้ัน  โดย Blest พัฒนาสัมประสิทธ์ิ
สหสัมพันธ�วิธีน้ีมาจากสัมประสิทธ์ิสหสัมพันธ�สเปKยร�
แมน และสัมประสิทธ์ิสหสัมพันธ�เคนคอลล�เทา 

สัมประสิทธ์ิสหสัมพันธ�เบรสท� คํานวณ
ไดHจากสูตร 
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เมื่อ i = ลําดับของ xi; qi = ลําดับของ yi; n = ขนาด
ตัวอยAาง 

2.7 ความแกรAงของตัวประมาณคAา 
เกณฑ�การตัดสินวAาสัมประสิทธ์ิสหสัมพันธ�

ลําดับท่ีแบบใดท่ีมีความแกรAงในการประมาณคAา จะ
พิจารณาจากคAาความเอนเอียงสัมบูรณ� (absolute 
bias, ABS) และคAาความคลาดเคลื่อนกําลังสองเฉลี่ย 
(mean square error, MSE) ข อ ง ตั ว ป ร ะม าณคA า
สัมประสิทธ์ิสหสัมพันธ�ท้ัง 4 วิธี ซ่ึงตัวประมาณคAาวิธีใด
ท่ีใหHคAาความเอนเอียงสัมบูรณ� และคAาความคลาด 
เคลื่อนกําลังสองเฉลี่ยต่ําท่ีสุด จะถือวAาเปtนสัมประสิทธ์ิ
สหสัมพันธ�ลําดับท่ีท่ีมีความแกรAง 

คA า ความ เอน เ อียงสั ม บู รณ�  ส ามารถ
ประมาณไดHจากสูตร 
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เมื่อ rj = คAาประมาณสัมประสิทธ์ิสหสัมพันธ�ในการทํา 
ซํ้ารอบท่ี j ในแตAละสถานการณ�; ρ = คAาพารามิเตอร�
สัมประสิทธ์ิสหสัมพันธ�ท่ีกําหนด; m = จํานวนรอบท่ี
ทําซํ้าในท่ีน้ีเทAากับ 1,000 
 

3. ผลการวิจัย 
งานวิจัยน้ีไดHทําการเปรียบเทียบความแกรAงของ

สัมประสิทธ์ิสหสัมพันธ�ลําดับท่ี 4 วิธี คือ สัมประสิทธ์ิ
สหสัม พันธ�ส เปKยร�แมน สัมประสิท ธ์ิสหสัม พันธ�
เคนดอลล�เทา สัมประสิทธ์ิสหสัมพันธ�โฮฟดิ้ง และ
สัมประสิทธ์ิสหสัมพันธ�เบรสท� เมื่อขHอมูลมีคAาผิดปกติ
จากกลุAมในตัวแปรเพียงตัวเดียว สAวนอีกตัวแปรไมAมีคAา
ผิดปกติปลอมปนอยูA โดยเกณฑ�ในการเปรียบเทียบ
ประสิทธิภาพ ไดHแกA คAาความเอนเอียงสัมบูรณ� (ABS) 
และคAาความคลาดเคลื่อนกําลังสองเฉลี่ย (MSE) ซ่ึงวิธี
ใดท่ีใหHคAา ABS และ MSE ต่ํากวAาจะมีประสิทธิภาพ
มากกวAา และถือวAาเปtนสัมประสิทธ์ิสหสัมพันธ�ลําดับท่ี
ท่ีมีความแกรAง 

จําลองขHอมูลประชากร (X,Y) ท่ีมีการแจกแจง
ปรกติสองตัวแปรดHวยคAาเฉลี่ย ( , )x yµ µ  เทAากับ (0,0) 
และความแปรปรวน 2 2

( , )x yσ σ  เทAากับ (1,1) กําหนด
ระดับความสัมพันธ�ระหวAาง X และ Y ท้ังหมด 6 ระดับ 
คือ 0, 0.2, 0.4, 0.6, 0.8 และ 1.0 โดยใชHเทคนิคมอนติ
คาร�โล ดHวยโปรแกรม SAS 9.4 จากน้ันสุAมตัวอยAาง
ขนาดเทAากับ 10, 20, 50, 100 และ 200 จากประชากร
ดังกลAาว นอกจากน้ียังกําหนดรHอยละคAาผิดปกติจาก
กลุAมในตัวแปร Y ในระดับปานกลาง (mild outlier) 
ทางดHานมากในระดับท่ีแตกตAางกันตั้งแตAรHอยละ 0, 10, 
20 และ 30 ของขนาดตัวอยAาง  ในงานวิ จัย น้ีไดH
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ตรวจสอบคAาผิดปกติของขHอมูลท่ีจําลองทุกสถานการณ�
โดยใชHแผนภาพกลAอง (box plot) โดยคAาสังเกตท่ีมีคAา
ผิดปกติในระดับปานกลางจะมีคAามากกวAา Q3 ระหวAาง 
1.5 ถึง 3 เทAาของ IQR รวมสถานการณ�ท่ีจําลองขHอมูล
ท้ังหมด 120 สถานการณ�และในแตAละสถานการณ�
ทดลองซํ้า 1,000 ครั้ง ผลการวิจัยจําแนกตามรHอยละ
ของคAาผิดปกติในตัวแปร Y ของขนาดตัวอยAาง แสดงใน
ตารางท่ี 1 ถึงตารางท่ี 4 

เมื่อพิจารณาจากตารางท่ี 1 คือ รHอยละของคAา
ผิดปกติในตัวแปร Y เทAากับ 0 กรณีท่ีขHอมูลไมAมีความ 
สัมพันธ�กัน กลAาวคือพารามิเตอร� ρ  มีคAาเทAากับ 0 
และตั วอยA า งมี ขนาด เล็ ก  (n=10) สั มประสิ ท ธ์ิ
สหสัมพันธ�เคนดอลล�เทา จะมีแนวโนHมใหHท้ังคAา MSE 
และ ABS ต่ํา ท่ีสุด แตAเมื่อตัวอยAางมีขนาดใหญAข้ึน 
(n=50, 100 และ 200) สัมประสิทธ์ิสหสัมพันธ�โฮฟดิ้ง
จะมีแนวโนHมใหHท้ังคAา MSE และ ABS ต่ํากวAาวิธีอ่ืน
อยAางชัดเจน กรณีท่ีขHอมูลมีความสัมพันธ�กัน กลAาวคือ 
พารามิเตอร� ρ  มีคAาตั้งแตA 0.2 ถึง 0.8 ในทุกขนาด
ตัวอยAาง พบวAาสAวนใหญAสัมประสิทธ์ิสหสัมพันธ�เบรสท�
และสัมประสิทธ์ิสหสัมพันธ�สเปKยร�แมนมีแนวโนHมใหHท้ัง
คAา MSE และ ABS ต่ํากวAาวิธีอ่ืน แตAจะมีประสิทธิภาพ
ใกลHเคียงกัน นอกจากน้ีในบางกรณีพบวAาสัมประสิทธ์ิ
สหสัมพันธ�เคนดอลล�เทามีคAา MSE ต่ําท่ีสุดแตAคAา ABS 
จะมีคAาคAอนขHางสูงกวAาของสัมประสิทธ์ิสหสัมพันธ�     
เบรสท�และสัมประสิทธ์ิสหสัมพันธ�สเปKยร�แมนดังเชAน
กรณีท่ี (n=10 และ ρ =0.4) หรือ (n=20 และ ρ
=0.2, 0.4)  หรือ (n=50 และ ρ =0.2) สําหรับกรณีท่ี
ขH อมู ลมี ความสัม พันธ� กัน ในระดับสู ง  กลA าว คือ 
พารามิเตอร� ρ  มีคAาเทAากับ 1 ในทุกขนาดตัวอยAาง 
พบวAาแนวโนHมท้ังคAา MSE และ ABS ของ 4 วิธี จะมีคAา
ต่ําท่ีสุดเทAากัน โดยมีคAาเทAากับ 0 

เมื่อพิจารณาจากตารางท่ี 2 ถึงตารางท่ี 4 คือ
คAาผิดปกติในตัวแปร Y เกิดข้ึนรHอยละ 10, 20 และ 30 

ของขนาดตัวอยAาง จะพบวAาแนวโนHมคAาของ MSE และ 
ABS ของท้ัง 4 วิธี สAวนใหญAเปtนไปในทิศทางเดียวกัน
ท้ัง 3 ตาราง ดังน้ี กรณีท่ีขHอมูลไมAมีความสัมพันธ�กัน 
กลAาวคือพารามิเตอร� ρ  มีคAาเทAากับ 0 สAวนใหญA
สัมประสิทธ์ิสหสัมพันธ�โฮฟดิ้งจะมีแนวโนHมใหHท้ังคAา 
MSE และ ABS ต่ํากวAาวิธีอ่ืน โดยเฉพาะอยAางยิ่งเมื่อ
ขนาดตัวอยAางตั้งแตA 50 ข้ึนไปในทุกระดับของคAา
ผิดปกติในตัวแปร Y ท่ีปลอมปนในขHอมูล กรณีท่ีขHอมูล
มีความสัมพันธ�กัน กลAาวคือ พารามิเตอร� ρ  มีคAาตั้งแตA 
0.2 ถึง 0.8 ในทุกขนาดตัวอยAาง สAวนใหญAสัมประสิทธ์ิ
สหสัมพันธ�เบรสท�และสัมประสิทธ์ิสหสัมพันธ�สเปKยร�-
แมน จะมีแนวโนHมใหHคAา MSE และ ABS ต่ํากวAาวิธีอ่ืน
โดยจะมีประสิทธิภาพใกลHเคียงกัน ยกเวHนในบางกรณี
พบวAาสัมประสิทธ์ิสหสัมพันธ�เคนดอลล�เทามีคAา MSE 
ต่ํ า ท่ี สุ ดแตAคA า  ABS จะมีคA าคA อนขH างสู งกวA าของ
สัมประสิท ธ์ิสหสัม พันธ� เบรสท�และสัมประสิท ธ์ิ
สหสัมพันธ�สเปKยร�แมนดังเชAนกรณีท่ี (n=10 และ ρ = 
0.4) หรือ (n=20 และ ρ =0.2) หรือ (n=50 และ ρ = 
0.2) โดยมีคAาผิดปกติในตัวแปร Y ปลอมปนอยูAรHอยละ 
10 เปtนตHน นอกจากน้ีในบางกรณียังพบวAาคAา MSE 
ของสัมประสิทธ์ิสหสัมพันธ�โฮฟดิ้ง ต่ําท่ีสุดจริงแตAคAา 
ABS กลับมีคAาสูงท่ีสุดดังเชAนกรณีท่ี (n=10 และ ρ = 
0.2) ) โดยมีคAาผิดปกติในตัวแปร Y ปลอมปนอยูA      
รHอยละ 10 สําหรับกรณีรHอยละคAาผิดปกติอ่ืน ๆ เปtนไป
ในทํานองเดียวกันดังปรากฏในตารางท่ี 3 และ 4  
สําหรับกรณีท่ีขHอมูลมีความสัมพันธ�กันในระดับสูง
กลAาวคือ พารามิเตอร� ρ  มีคAาเทAากับ 1.0 พบวAา
สัมประสิทธ์ิสหสัมพันธ�เคนดอลล�เทาใหHคAา MSE ต่ํา
ท่ีสุดในขณะท่ีคAา ABS ไมAไดHมีคAาต่ําท่ีสุดโดยสAวนใหญA
สัมประสิทธ์ิสหสัมพันธ�สเปKยร�แมนหรือสัมประสิทธ์ิ
สหสัมพันธ�เบรสท�จะใหHคAา ABS ต่ําท่ีสุดในสถานการณ�
ดังกลAาวน้ีดังปรากฏผลในตารางท่ี 2 ถึงตารางท่ี 4 
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ตารางท่ี 1 คAา MSE และ ABS เมื่อรHอยละของคAาผิดปกติจากกลุAมในตัวแปร Y เทAากับ 0 
 

n ρ  
สเปKยร�แมน เคนดอลล�เทา โฮฟดิ้ง เบรสท� 

MSE ABS MSE ABS MSE ABS MSE ABS 

10 

0 0.1131 0.0052 0.0615* 0.0021* 0.1168 0.0044 0.1168 0.0023 
0.2 0.1058 0.0327 0.0649 0.0773 0.0451* 0.1937 0.1101 0.0305* 
0.4 0.0937 0.0575 0.0752* 0.1434 0.1419 0.3585 0.0992 0.0553* 
0.6 0.0688* 0.0683 0.0816 0.1912 0.2617 0.4868 0.0732 0.0652* 
0.8 0.0346* 0.0672 0.0727 0.2099 0.3358 0.5456 0.0376 0.0653* 
1 0.0000* 0.0000* 0.0000* 0.0000* 0.0000* 0.0000* 0.0000* 0.0000* 

20 

0 0.0565 0.0026 0.028 0.0001* 0.0010* 0.0006 0.059 0.0025 
0.2 0.0533 0.0238 0.0325* 0.0752 0.0381 0.1904 0.0559 0.0235* 
0.4 0.0445 0.0386 0.0436* 0.1407 0.1315 0.3565 0.0468 0.0383* 
0.6 0.0314* 0.0461 0.0561 0.1922 0.247 0.4878 0.0332 0.0459* 
0.8 0.0136* 0.0432 0.0554 0.21 0.3114 0.5451 0.0144 0.0428* 
1 0.0000* 0.0000* 0.0000* 0.0000* 0.0000* 0.0000* 0.0000* 0.0000* 

50 

0 0.0203 0.0076 0.0095 0.0046 0.0001* 0.0001* 0.0218 0.009 
0.2 0.0195 0.0211* 0.0152* 0.0777 0.0367 0.1907 0.0211 0.0222 
0.4 0.0168* 0.0317* 0.029 0.1441 0.1292 0.3578 0.0181 0.0327 
0.6 0.0119* 0.0350* 0.0449 0.1958 0.243 0.4904 0.0131 0.036 
0.8 0.0053* 0.0295* 0.0496 0.2134 0.3054 0.5485 0.0058 0.0302 
1 0.0000* 0.0000* 0.0000* 0.0000* 0.0000* 0.0000* 0.0000* 0.0000* 

100 

0 0.0102 0.004 0.0046 0.0023 0.0000* 0.0001* 0.0111 0.0044 
0.2 0.0097* 0.0154* 0.01 0.0748 0.0363 0.1902 0.0106 0.0156 
0.4 0.0083* 0.0243* 0.024 0.1416 0.1281 0.3572 0.0091 0.0245 
0.6 0.0058* 0.0274* 0.0406 0.1938 0.2406 0.4892 0.0063 0.0274* 
0.8 0.0025* 0.0222* 0.0468 0.2121 0.3019 0.5475 0.0027 0.0223 
1 0.0000* 0.0000* 0.0000* 0.0000* 0.0000* 0.0000* 0.0000* 0.0000* 

200 

0 0.005 0.0035 0.0022 0.0023 0.0000* 0.0001* 0.0053 0.003 
0.2 0.0049* 0.0132 0.0077 0.0743 0.0362 0.1901 0.0052 0.0127* 
0.4 0.0043* 0.0206 0.0217 0.1405 0.1275 0.3567 0.0045 0.0201* 
0.6 0.0030* 0.023 0.0385 0.1924 0.2389 0.4882 0.0032 0.0226* 
0.8 0.0013* 0.0183 0.0454 0.211 0.2995 0.5463 0.0014 0.0180* 
1 0.0000* 0.0000* 0.0000* 0.0000* 0.0000* 0.0000* 0.0000* 0.0000* 

หมายเหตุ : * คือ กรณีท่ีสัมประสิทธ์ิสหสัมพันธ�ลําดับท่ีใหHคAา MSE และ ABS ต่ําท่ีสุดในแตAละสถานการณ� 
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ตารางท่ี 2 คAา MSE และ ABS เมื่อรHอยละของคAาผิดปกติจากกลุAมในตัวแปร Y เทAากับ 10 
 

n ρ  
สเปKยร�แมน เคนดอลล�เทา โฮฟดิ้ง เบรสท� 

MSE ABS MSE ABS MSE ABS MSE ABS 

10 

0 0.1139 0.003 0.0621 0.0022* 0.0062* 0.0028 0.1183 0.0047 
0.2 0.1134 0.057 0.0706 0.0962 0.0449* 0.1934 0.1207 0.0555* 
0.4 0.1132 0.1184 0.0941* 0.1895 0.1468 0.3668 0.1232 0.1168* 
0.6 0.1093* 0.1655 0.1231 0.2667 0.286 0.5147 0.1214 0.1632* 
0.8 0.0970* 0.202 0.1415 0.319 0.4101 0.6114 0.1106 0.2005* 
1 0.0675 0.1899 0.0533* 0.1925 0.1255 0.291 0.0834 0.1897* 

20 

0 0.055 0.0012 0.0272 0.0004 0.0009* 0.0007 0.0582 0.0003* 
0.2 0.0555 0.0552 0.0360* 0.0978 0.0385 0.1923 0.0599 0.0534* 
0.4 0.0561* 0.1045 0.0593 0.1885 0.1386 0.368 0.0614 0.1026* 
0.6 0.0577* 0.1491 0.0923 0.2686 0.2752 0.5185 0.0638 0.1472* 
0.8 0.0563* 0.1842 0.1173 0.3209 0.3895 0.6156 0.0626 0.1822* 
1 0.0499 0.1886 0.0433* 0.1915 0.0924 0.2825 0.057 0.1866* 

50 

0 0.0193 0.0027 0.009 0.0012 0.0001* 0.0002* 0.0209 0.0043 
0.2 0.0215 0.0525* 0.0187* 0.099 0.0376 0.1931 0.0238 0.0541 
0.4 0.0263* 0.0993* 0.0447 0.1908 0.1371 0.369 0.0292 0.1007 
0.6 0.0328* 0.1406* 0.0807 0.2711 0.2722 0.5199 0.0363 0.1421 
0.8 0.0394* 0.1748* 0.1103 0.3238 0.3839 0.6166 0.0429 0.176 
1 0.0412 0.1889* 0.0383* 0.1894 0.0785 0.2727 0.0444 0.1893 

100 

0 0.0103 0.0028 0.0046 0.0016 0.0000* 0.0000* 0.0111 0.0033 
0.2 0.0121* 0.0503* 0.0141 0.0985 0.0373 0.1929 0.0132 0.0505 
0.4 0.0172* 0.0956* 0.0403 0.1907 0.1366 0.3691 0.0185 0.0956* 
0.6 0.0246* 0.1361 0.0767 0.271 0.271 0.5198 0.0259 0.1359* 
0.8 0.0330* 0.1701 0.1074 0.3241 0.3822 0.6169 0.0343 0.1699* 
1 0.0392 0.1905 0.0376* 0.1907 0.077 0.2736 0.0406 0.1902* 

200 

0 0.0052 0.0032 0.0023 0.0022 0.0000* 0.0000* 0.0055 0.0028 
0.2 0.0074* 0.0491 0.012 0.0985 0.0372 0.1928 0.0078 0.0487* 
0.4 0.0131* 0.0931 0.0383 0.1901 0.136 0.3686 0.0135 0.0927* 
0.6 0.0211* 0.1329 0.0747 0.2701 0.2696 0.5188 0.0216 0.1326* 
0.8 0.0301* 0.167 0.1057 0.3231 0.3797 0.6155 0.0308 0.1667* 
1 0.0376 0.1901* 0.0368* 0.1902 0.0752 0.2724 0.0384 0.1901* 

หมายเหตุ : * คือ กรณีท่ีสัมประสิทธ์ิสหสัมพันธ�ลําดับท่ีใหHคAา MSE และ ABS ต่ําท่ีสุดในแตAละสถานการณ� 
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ตารางท่ี 3 คAา MSE และ ABS เมื่อรHอยละของคAาผิดปกติจากกลุAมในตัวแปร Y เทAากับ 20 
 

n ρ  
สเปKยร�แมน เคนดอลล�เทา โฮฟดิ้ง เบรสท� 

MSE ABS MSE ABS MSE ABS MSE ABS 

10 

0 0.1093 0.0006* 0.0608 0.0007 0.0062* 0.0014 0.1133 0.0045 
0.2 0.1159 0.0914 0.0756 0.1211 0.0457* 0.1959 0.1232 0.0866* 
0.4 0.134 0.1829 0.1145* 0.2384 0.1539 0.3795 0.1455 0.1784* 
0.6 0.1575* 0.2639 0.1696 0.3429 0.3143 0.547 0.1726 0.2593* 
0.8 0.1832* 0.3336 0.2255 0.4263 0.4848 0.6795 0.2019 0.3304* 
1 0.194 0.3697 0.1695* 0.3743 0.3298 0.5356 0.2177 0.3671* 

20 

0 0.0525 0.0037 0.0262 0.002 0.0009* 0.0000* 0.0559 0.0028 
0.2 0.0588 0.0914 0.0408 0.1234 0.0397* 0.1957 0.0641 0.0905* 
0.4 0.0758* 0.1737 0.0805 0.238 0.1465 0.3795 0.0831 0.1728* 
0.6 0.1035* 0.2521 0.141 0.3453 0.3039 0.5471 0.1126 0.2514* 
0.8 0.1368* 0.3234 0.2032 0.4302 0.4675 0.6779 0.1478 0.3231* 
1 0.1624 0.3703 0.1494* 0.3711 0.2772 0.5138 0.175 0.3701* 

50 

0 0.0207 0.0098 0.0096 0.0059 0.0001* 0.0000* 0.0219 0.0112 
0.2 0.0281 0.0898* 0.0249* 0.1245 0.0385 0.1956 0.0302 0.0911 
0.4 0.0469* 0.1685* 0.0662 0.2392 0.1446 0.3794 0.0501 0.1698 
0.6 0.0748* 0.2424* 0.1266 0.3441 0.299 0.5455 0.0788 0.2437 
0.8 0.1094* 0.3109* 0.1895 0.4274 0.457 0.674 0.1141 0.3122 
1 0.1433 0.3649 0.1372* 0.3642* 0.2522 0.4974 0.1485 0.3656 

100 

0 0.01 0.0013 0.0046 0.0006 0.0000* 0.0001* 0.0106 0.0016 
0.2 0.0164* 0.0805* 0.0187 0.119 0.0381 0.195 0.0175 0.0809 
0.4 0.0343* 0.1585* 0.059 0.2337 0.1432 0.378 0.0359 0.1589 
0.6 0.0619* 0.2326* 0.1189 0.3392 0.2958 0.5433 0.064 0.233 
0.8 0.0973* 0.3018* 0.1824 0.4233 0.4514 0.671 0.0997 0.3022 
1 0.1353 0.3607* 0.1327* 0.3611 0.2441 0.4918 0.138 0.361 

200 

0 0.0046 0.004 0.0021 0.0028 0.0000* 0.0001* 0.0049 0.0038 
0.2 0.0113* 0.0823 0.0167 0.1208 0.0381 0.1951 0.0118 0.0822* 
0.4 0.0294* 0.1589* 0.0573 0.2351 0.1432 0.3782 0.0302 0.1589* 
0.6 0.0575* 0.2324* 0.1176 0.3403 0.2956 0.5434 0.0585 0.2325 
0.8 0.0935* 0.3011* 0.1814 0.4242 0.4511 0.6712 0.0947 0.3014 
1 0.1329 0.3613 0.1314* 0.3611* 0.2417 0.4906 0.1343 0.3617 

หมายเหตุ : * คือ กรณีท่ีสัมประสิทธ์ิสหสัมพันธ�ลําดับท่ีใหHคAา MSE และ ABS ต่ําท่ีสุดในแตAละสถานการณ� 
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ตารางท่ี 4 คAา MSE และ ABS เมื่อรHอยละของคAาผิดปกติจากกลุAมในตัวแปร Y เทAากับ 30 
 

n ρ  
สเปKยร�แมน เคนดอลล�เทา โฮฟดิ้ง เบรสท� 

MSE ABS MSE ABS MSE ABS MSE ABS 

10 

0 0.1069 0.0065 0.0586 0.0024 0.0062* 0.0054 0.112 0.0021* 
0.2 0.1193 0.1237 0.0774 0.1433 0.0479* 0.204 0.1286 0.1202* 
0.4 0.1569 0.238 0.1332* 0.2786 0.1616 0.3924 0.1703 0.2357* 
0.6 0.2128* 0.3462 0.2173 0.4052 0.3366 0.5705 0.2306 0.3441* 
0.8 0.2882* 0.4517 0.3197 0.5206 0.5475 0.7291 0.3105 0.4508* 
1 0.3488 0.5267* 0.3170* 0.5294 0.5374 0.7133 0.3775 0.5269 

20 

0 0.054 0.001 0.0272 0.0023 0.0011* 0.0008* 0.0577 0.0017 
0.2 0.0657 0.112 0.0455 0.1367 0.0399* 0.196 0.0718 0.1109* 
0.4 0.1002 0.2233 0.0996* 0.2719 0.1503 0.385 0.1086 0.2225* 
0.6 0.1560* 0.3303 0.1846 0.4002 0.3198 0.5622 0.1671 0.3299* 
0.8 0.2284* 0.4328 0.2851 0.5131 0.5196 0.7168 0.2413 0.4327* 
1 0.3053 0.5184* 0.2865* 0.5187 0.4743 0.6806 0.3205 0.5185 

50 

0 0.0204 0.0052 0.0095 0.003 0.0001* 0.0001* 0.0216 0.0044 
0.2 0.0332 0.114 0.0293* 0.141 0.0389 0.197 0.0353 0.1131* 
0.4 0.0683* 0.222 0.0852 0.276 0.1494 0.3861 0.0712 0.2213* 
0.6 0.1235* 0.326 0.1715 0.4039 0.3186 0.5638 0.1274 0.3255* 
0.8 0.1965* 0.4259 0.2731 0.5154 0.5152 0.7168 0.2014 0.4257* 
1 0.2777 0.5142 0.2708* 0.5146 0.4496 0.6681 0.2831 0.5137* 

100 

0 0.01 0.0033 0.0045 0.0021 0.0000* 0.0001* 0.0105 0.0039 
0.2 0.0223* 0.1111* 0.024 0.1396 0.0387 0.1967 0.0234 0.1116 
0.4 0.0569* 0.2177* 0.0798 0.2746 0.1488 0.3856 0.0585 0.2182 
0.6 0.1119* 0.3214* 0.166 0.4023 0.3169 0.5626 0.1141 0.3219 
0.8 0.1847* 0.4209* 0.2672 0.5133 0.5115 0.7146 0.1874 0.4213 
1 0.2695 0.5124 0.2655* 0.5123* 0.4399 0.6619 0.2727 0.5128 

200 

0 0.005 0.001 0.0023 0.0006 0.0000* 0.0001* 0.0054 0.0001* 
0.2 0.0165* 0.1075 0.0212 0.1377 0.0387 0.1966 0.0169 0.1063* 
0.4 0.0499* 0.2126 0.0761 0.2719 0.1484 0.3852 0.0503 0.2116* 
0.6 0.1037* 0.3153 0.1613 0.3991 0.3156 0.5616 0.1043 0.3144* 
0.8 0.1761* 0.4151 0.2622 0.5103 0.5088 0.7131 0.1767 0.4143* 
1 0.2622 0.5087 0.2614* 0.5098 0.435 0.6589 0.263 0.5079* 

หมายเหตุ : * คือ กรณีท่ีสัมประสิทธ์ิสหสัมพันธ�ลําดับท่ีใหHคAา MSE และ ABS ต่ําท่ีสุดในแตAละสถานการณ� 
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นอกจากน้ีเมื่อรHอยละของคAาผิดปกติจากกลุAมมี
คA า เ พ่ิม ข้ึน  คA า  MSE และ  ABS ของตั วประมาณ
สัมประสิทธ์ิสหสัมพันธ�ท้ัง 4 วิธี จะมีแนวโนHมเพ่ิมข้ึนใน
ทุกขนาดตัวอยAางและ ρ  โดยเฉพาะอยAางยิ่ง เมื่อ 
สัมประสิทธ์ิสหสัมพันธ�มีคAามากจะสังเกตเห็นแนวโนHม
การเพ่ิมข้ึนของ MSE และ ABS อยAางชัดเจน กรณีท่ี
รHอยละของคAาผิดปกติจากกลุAมและสัมประสิทธ์ิ
สหสัมพันธ�คงท่ี เมื่อตัวอยAางมีขนาดใหญAข้ึน คAา MSE 
และ ABS ของตัวประมาณสัมประสิทธ์ิสหสัมพันธ�ท้ัง 4 
วิธี จะมีแนวโนHมลดลง กรณีรHอยละของคAาผิดปกติจาก
กลุAมและขนาดตัวอยAางคงท่ี เมื่อสัมประสิทธ์ิสหสัมพันธ�
มีคA า เ พ่ิมข้ึน คAา  MSE และ ABS ของตัวประมาณ
สัมประสิทธ์ิสหสัมพันธ�ท้ัง 4 วิธี จะมีแนวโนHมเพ่ิมข้ึน 
 

4. วิจารณ1 
เมื่อคAาสัมประสิทธ์ิสหสัมพันธ�มีคAาระหวAาง 0.6 

ถึง 0.8 ในทุกขนาดตัวอยAางและทุกขนาดรHอยละของ
คAาผิดปกติในตัวแปร Y สัมประสิทธ์ิสหสัมพันธ�สเปKยร�
แมน จะเปtนตัวประมาณคAาสัมประสิทธ์ิสหสัมพันธ�ท่ีมี
ความแกรAงในดHานคAาความคลาดเคลื่อนกําลังสองเฉลี่ย 
ซ่ึงสอดคลHองกับงานวิจัยของนพดล [5] และยังใหH
ประสิทธิภาพใกลHเคียงกับสัมประสิทธ์ิสหสัมพันธ�      
เบรสท� เ น่ืองจาก Blest [8] ไดHพัฒนาสัมประสิทธ์ิ
สหสัมพันธ�เบรสท�มาจากสัมประสิทธ์ิสหสัมพันธ�สเปKยร�
แมนและสัมประสิทธ์ิสหสัมพันธ�เคนดอลล�เทา เพ่ือใหH
ไดHวิธีใหมAท่ีมีประสิทธิภาพดีกวAาวิธีท้ังสองดังกลAาวน้ี 
นอกจากน้ีผลการศึกษาพบวAาเมื่อ 0ρ= และทุกขนาด
รHอยละของคAาผิดปกติ ในตัวแปร Y สัมประสิท ธ์ิ
เคนดอลล�เทาใหHคAาความคลาดเคลื่อนกําลังสองเฉลี่ยใน
ระดับต่ํา ทุกขนาดตัวอยAาง n ซ่ึงสอดคลHองกับการ 
ศึกษาของ Croux และ Dehon [3] แตAเมื่อพิจารณา
จากคAา ABS ของสัมประสิทธ์ิสหสัมพันธ�เคนดอลล�เทา
ในกรณีท่ี ρ มีคAาตั้งแตA 0.2 ถึง 0.8 และทุกขนาดรHอย

ละของคAาผิดปกติในตัวแปร Y พบวAามีคAา ABS คAอนขHาง
มากกวAาของสัมประสิทธ์ิสหสัมพันธ�สเปKยร�แมนทุก
ขนาดตัวอยAาง n ซ่ึงสอดคลHองกับการศึกษาของ 
Evandt และคณะ [4] 
 

5. สรุปผลการวิจัย  
เกณฑ�ท่ีใชHในการพิจารณาความแกรAงของ

สัมประสิทธ์ิสหสัมพันธ�ลําดับท่ี คือ พิจารณาจากคAา
ความเอนเอียงสัมบูรณ�และคAาความคลาดเคลื่อนกําลัง
สองเฉลี่ย โดยสัมประสิทธ์ิสหสัมพันธ�ลาํดับท่ีวิธีใดใหHคAา
ความเอนเอียงสัมบูรณ�และคAาความคลาดเคลื่อนกําลัง
สองเฉลี่ยต่ําท่ีสุดจะถือวAาวิธีน้ันมีความแกรAงสูงท่ีสุดใน
สถานการณ�น้ัน ๆ ซ่ึงสัมประสิทธ์ิสหสัมพันธ�ลําดับท่ีท่ี
ใหHคAาความคลาดเคลื่อนกําลังสองเฉลี่ย คAาความเอน
เอียงสัมบูรณ�ต่ํ า ท่ีสุด สําหรับสถานการณ�ตAาง ๆ 
สามารถสรุปไดHดังตารางท่ี 5 ซ่ึงสัมประสิทธ์ิสหสัมพันธ�
ลําดับท่ีวิธีใดท่ีใหHท้ังคAาความเอนเอียงสัมบูรณ�และคAา
ความคลาดเคลื่อนกําลังสองเฉลี่ยต่ําท่ีสุดเปtนสิ่งท่ีพึง
ปรารถนาอยAางยิ่งสําหรับการตัดสินใจเลือกใชHวิธีการ
ดังกลAาวเพ่ือหาสหสัมพันธ�ระหวAางลําดับท่ีของตัวแปร
ตAอไป 

จากตารางท่ี 5 พบวAาขนาดตัวอยAาง (n) ตั้งแตA 
50 ข้ึนไปและขHอมูลไมAมีคAาผิดปกติปลอมปนหรือมีคAา
ผิดปกติในตัวแปร Y ปลอมปนรHอยละ 10 เมื่อคAาพารา-
มิเตอร� ρ  เทAากับ 0 สัมประสิทธ์ิสหสัมพันธ�โฮฟดิ้งมี
แนวโนHมเปtนตัวประมาณท่ีมีความแกรAงท่ีสุด กลAาวคือ 
สัมประสิทธ์ิสหสัมพันธ�โฮฟดิ้งใหHท้ังคAา MSE และ ABS 
ต่ําท่ีสุด แตAเมื่อรHอยละของคAาผิดปกติในตัวแปร Y 
เพ่ิมข้ึนเปtนรHอยละ 20 ถึง 30 และขนาดตัวอยAางตั้งแตA 
20 ข้ึนไป สัมประสิทธ์ิสหสมัพันธ�โฮฟดิ้งยังคงมีแนวโนHม
เปtนตัวประมาณท่ีมีความแกรAงท่ีสุด โดยพิจารณาจาก
คAา MSE และ ABS ท่ีมีคAาต่ําท่ีสุดท้ังคูAเชAนกัน แตAถHา
ขนาดตัวอยAางมีคAานHอย ( n = 10 ) และขHอมูลมีคAา
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ผิดปกติปลอมปนในตัวแปร Y รHอยละ 10 ถึง 30 
สัมประสิทธ์ิสหสัมพันธ�โฮฟดิง้ยังคงใหHคAา MSE ต่ําท่ี สุด

ในขณะท่ีคAา ABS ของสัมประสิทธ์ิสหสัมพันธ�โฮฟดิ้ง
ไมAไดHมีคAาต่ําท่ีสุดดังปรากฏผลในตารางท่ี 5 

 
ตารางท่ี 5 สัมประสิทธ์ิสหสัมพันธ�ลําดับท่ีซ่ึงใหHคAาความคลาดเคลื่อนกําลังสองเฉลี่ยและคAาความเอนเอียง

สัมบูรณ�ต่ําท่ีสุดในสถานการณ�ตAาง ๆ 
 

รHอยละของ

คAาผิดปกติ

จากกลุAมใน

ตัวแปร Y 

n 

คAาสัมประสิทธ์ิสหสัมพันธ�ระหวAางตัวแปร 2 ตัว ( ρ ) 

0 0.2 0.4 0.6 0.8 1 

MSE 

ต่ําสุด 

ABS 

ต่ําสุด 

MSE 

ต่ําสุด 

ABS 

ต่ําสุด 

MSE 

ต่ําสุด 

ABS 

ต่ําสุด 

MSE 

ต่ําสุด 

ABS 

ต่ําสุด 

MSE 

ต่ําสุด 

ABS 

ต่ําสุด 

MSE 

ต่ําสุด 

ABS 

ต่ําสุด 

0 

10 rk rk rh rb rk rb rs rb rs rb all all 

20 rh rk rk rb rk rb rs rb rs rb all all 

50 rh rh rk rs rs rs rs rs rs rs all all 

100 rh rh rs rs rs rs rs rs,rb rs rs all all 

200 rh rh rs rb rs rb rs rb rs rb all all 

10 

10 rh rk rh rb rk rb rs rb rs rb rk rb 

20 rh rb rk rb rs rb rs rb rs rb rk rb 

50 rh rh rk rs rs rs rs rs rs rs rk rs 

100 rh rh rs rs rs rs,rb rs rb rs rb rk rb 

200 rh rh rs rb rs rb rs rb rs rb rk rs,rb 

20 

10 rh rs rh rb rk rb rs rb rs rb rk rb 

20 rh rh rh rb rs rb rs rb rs rb rk rb 

50 rh rh rk rs rs rs rs rs rs rs rk rk 

100 rh rh rs rs rs rs rs rs rs rs rk rs 

200 rh rh rs rb rs rs rs rs rs rs rk rk 

30 

10 rh rb rh rb rk rb rs rb rs rb rk rs 

20 rh rh rh rb rk rb rs rb rs rb rk rs 

50 rh rh rk rb rs rb rs rb rs rb rk rb 

100 rh rh rs rs rs rs rs rs rs rs rk rk 

200 rh rh,rb rs rb rs rb rs rb rs rb rk rb 
หมายเหตุ : rs คือ สัมประสิทธ์ิสหสัมพันธ�สเปKยร�แมน; rk คือ สัมประสิทธ์ิสหสัมพันธ�เคนดอลล�เทา; rh คือ สัมประสิทธ์ิ

สหสมัพันธ�โฮฟดิ้ง; rb คือ สัมประสิทธ์ิสหสัมพันธ�เบรสท�; all คือ สัมประสิทธ์ิสหสัมพันธ�ท้ัง 4 วิธี 
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สําหรับกรณีท่ีพารามิเตอร� ρ  มีคAาตั้งแตA 0.2 
ถึง 0.4 สAวนใหญAสัมประสิทธ์ิสหสัมพันธ�เบรสท�ใหHคAา 
ABS ต่ําท่ีสุดเมื่อ n = 10, 20, 200 ในทุกระดับของคAา
ผิดปกติท่ีเกิดข้ึนในตัวแปร Y แตAถHา n = 50, 100 สAวน
ใหญAสัมประสิทธ์ิสหสัมพันธ�สเปKยร�แมนใหHคAา ABS ต่ํา
ท่ีสุด ในขณะท่ีคAา MSE ของสัมประสิทธ์ิสหสัมพันธ�ส
เปKยร�แมนจะมีคAาต่ําท่ีสุดเมื่อ (n ≥ 100 และ ρ = 0.2) 
หรือ  (n ≥ 50 และ  ρ = 0.4) ในทุกระดับของคA า
ผิดปกติท่ีเกิดข้ึนในตัวแปร Y 

สําหรับทุกขนาดตัวอยAางและทุกระดับของคAา
ผิดปกติท่ีเกิดข้ึนในตัวแปร Y กรณีท่ีพารามิเตอร� ρ  มี
คAาตั้งแตA 0.6 ถึง 0.8 สัมประสิทธ์ิสหสัมพันธ�สเปKยร�
แมนใหHคAา MSE ต่ําท่ีสุดในขณะท่ีคAา ABS ไมAไดHมีคAาต่ํา
ท่ีสุดในทุกสถานการณ�ดังกลAาวน้ีดังปรากฏผลในตาราง
ท่ี 5 

และเมื่อตัวแปรท้ังสองมีความสัมพันธ�กันใน
ระดับสูง กลAาวคือ พารามิเตอร� ρ  มีคAาเทAากับ 1.0 
และมีคAาผิดปกติปลอมปนรHอยละ 10 ถึง 30 ในทุก
ขนาดตัวอยAาง พบวAาสัมประสิทธ์ิสหสัมพันธ�เคนดอลล�
เทาใหHคAา MSE ต่ําท่ีสุดในขณะท่ีคAา ABS ไมAไดHมีคAาต่ํา
ท่ีสุดโดยสAวนใหญAสัมประสิทธ์ิสหสัมพันธ�สเปKยร�แมน
หรือสัมประสิทธ์ิสหสัมพันธ�เบรสท�จะใหHคAา ABS ต่ํา
ท่ีสุดในสถานการณ�ดังกลAาวน้ีดังปรากฏผลในตารางท่ี 
5  สAวนกรณีท่ีไมAมีคAาผิดปกติเกิดข้ึนในตัวแปร Y และ
ตัวแปรท้ังสองมีความสัมพันธ�กันในระดับสูง กลAาวคือ 
พารามิเตอร� ρ  มีคAาเทAากับ 1.0 พบวAาสัมประสิทธ์ิ
สหสัมพันธ�ท้ัง 4 วิธีมีแนวโนHมเปtนตัวประมาณท่ีมีความ
แกรAงเทAากัน 
 

6. ข�อเสนอแนะ 

ควรมีการเปรียบเทียบวิธีการประมาณคAา
สัมประสิทธ์ิสหสัมพันธ�วิธีอ่ืน ๆ อีก เชAน สัมประสิทธ์ิ
สหสัมพันธ�โซเมอร� [13] สัมประสิทธ์ิสหสัมพันธ�แพลน-

ตาจีเนท [14] ท้ังน้ีเพ่ือเปtนแนวทางในการเลือกใชHตัว
ประมาณคAาสัมประสิทธ์ิสหสัมพันธ�ในแตAละกรณีตาม
ความตHองการของผูHวิจัยและไดHผลลัพธ�ท่ีแมAนยําข้ึน 
 

7. กิตติกรรมประกาศ 
ขอขอบคุณ คณะวิทยาศาสตร� มหาวิทยาลัย 

เกษตรศาสตร� ท่ีสนับสนุนคAาใชHจAายในการทําวิจัยครั้งน้ี  
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